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Executive Summary

While this report is ostensibly about cybersecurity in healthcare, we hope it is

remembered as yet another contribution to the broader body of patient safety

literature in medicine, albeit an unorthodox one. Specifically, we aim to highlight

the need to mitigate the risks to patient safety created by the growing integration

of information technology and operational technology into healthcare, and to

propose ways to mitigate that risk. The report takes as a core premise that there is

great benefit to be had from technology adoption, but also that in order to

achieve that benefit, action will be required to prevent those same systems—

either maliciously or by accident—leading to patient harm. Recognizing that this

is a complex systemic challenge, the report offers 17 actionable

recommendations which we believe could make a real impact. These

recommendations are organized across three pillars: culture, technology and

workforce.

The report begins with a personal introduction by co-author Robert Lord which

makes the case that information security should be at the heart of modern

healthcare by pointing to Hippocratic Oath of “Do No Harm,” which has long

underpinned the work of healthcare professionals. Since the potential harms

posed to patients today are not what they once were, he argues that “Do No

Harm 2.0,” requires significantly more attention and resources to be applied to

cybersecurity by the healthcare sector.

Next, Chapter One—“Why Should We Care?”—gives a high-level overview

describing the cybersecurity challenges and constraints facing the healthcare

sector. Some of these challenges are unique to healthcare while others will be

familiar to cybersecurity experts in other fields. The chapter will be most useful

for those who want to better understand the cybersecurity threats the healthcare

sector will face over the next five years. This chapter is designed to give action-

oriented colleagues a set of arguments to support their efforts for change.

Chapter Two of this report—“How Did We Get Here?”—looks back at the major

policies, technological innovations, and cybersecurity incidents that have shaped

the current healthcare cybersecurity landscape. This chapter is for those who

want to better understand the structural context underpinning technology and

cybersecurity developments in the healthcare sector. By providing historical

context, we hope to help ensure that future efforts will build on, rather than

repeat, past attempts at improvement.

Chapters Three, Four, and Five constitute the major policy recommendations of

this report. Each one tackles a set of recommendations centered on one of the

three pillars mentioned above, culture, technology, and workforce. The policies

in these chapters are relevant for policymakers in federal, state, and local

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 6



governments, as well as healthcare leaders who can shape the internal policies of

their health systems and organizations.

The report concludes with a “call to arms” couched with optimism that this is a

solvable problem if proper action is taken and appropriate resources are

committed.

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 7



Foreword by Sen. Mark Warner

The WannaCry ransomware attacks in 2017 demonstrated that cyber-attack

targets have moved from being concentrated on finance and government entities,

to other industries like health care, telecommunications, and logistics, with the

attack surface growing to include vulnerabilities in hardware as well as software.

The rapid adoption of technology in health care has the potential to improve the

quality of patient care, expand access to care, and reduce wasteful spending.

However, such technology also has the power to put patients at risk as it

facilitates the proliferation of valuable personal health care data. To support the

benefits of health care technology, we must also effectively protect patient

information and the essential operations of our health care entities. Furthermore,

escalating cyber-attacks against health care entities are not just data or device

security issues— they are a patient safety concern.

Recognizing that cybersecurity is an increasingly complex issue that impacts the

health, economic prosperity, national security, and democratic institutions of the

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 8



country, I helped establish the Senate Cybersecurity Caucus in June of 2016. The

bipartisan Caucus serves an educational resource to help the Senate more

effectively engage on cybersecurity policy issues, and to highlight the most

pressing information security challenges facing the United States. With the

ongoing rise in ransomware and other cyber-attacks, my colleagues and I have

noticed that the health care industry is increasingly targeted. It is more important

than ever to better understand how cybersecurity and health care interact.

Robert Lord and Dillon Roseen’s report, “Do No Harm 2.0,” is a valuable effort to

bring awareness to the issue of cybersecurity and health care. It underscores the

fact that information security is not just an IT issue, but also a patient safety

issue. It describes the state of the threat, the importance of the problem, and

provides a number of potential policy remedies for Congress to consider. As a

longtime advocate for the importance of addressing cybersecurity vulnerabilities

in health care systems and organizations, I thank the authors for bringing much-

needed attention and thoughtfulness to the issue, and hope that it will receive the

consideration it deserves.

U.S. Senator Mark R. Warner (VA)

Co-Chair Senate Cybersecurity Caucus

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 9



Personal Introduction by Robert Lord

The Big Idea

Earlier in my career, I attended medical school (though I never graduated, much

to my parents’ chagrin), and while doing so was privileged to work at a clinic in

Baltimore that served primarily HIV-positive patients. It was a formative

experience for me. I found that patients would often risk their own health

outcomes to avoid having their information shared and their diagnosis exposed

to the community.  Some would miss appointments or skip doses of life-saving

medication to avoid colleagues learning of their illness. A few patients were so

concerned about the privacy of their diagnosis that they entirely ceased care,

potentially costing them their lives. HIV-positive patients are far from the only

individuals with sensitive diagnoses. Most people, over the course of their lives,

will accumulate information in their electronic medical records (EMRs)  that

they would rather not share with the world.

The core premise of this paper is that poor cybersecurity and privacy practices

now represent a major threat to patient safety, and as such, deserve much greater

attention from physicians, senior leaders in the healthcare sector, and

policymakers. This is not a new insight in the field of healthcare cybersecurity,

having been put forward by many leaders in the field, but it has a special

resonance for me.

During medical school, I spent a significant amount of my time working in the

field of patient safety research, particularly in Intensive Care Units. The work we

did there has remarkable parallels to the work my colleagues and I now do in

cybersecurity and privacy. Through my work at Johns Hopkins,  in one of the

finest patient safety research groups in the country, I learned that three key

factors define the success of a patient safety intervention: technology, workforce,

and culture. Those are exactly the components of a successful cybersecurity

strategy.

Technology, broadly speaking, has been a powerful force in patient safety, but it’s

not always the most advanced new artificial intelligence system that wins the

day. Indeed, the work of checklists with the Stop BSI campaign, designed to

combat bloodstream infections, was the technology we needed back in the early

2000s.  However, as this work has continued to advance, so has the work of AI

and machine learning in predicting and preventing patient safety events, such as

preventable septic shock or errors in emergency patient triage.  The need for

appropriate technological innovation is no different in healthcare cybersecurity,

where we need both the basics of good frameworks, as well as the augmentation

and assistance that comes with transformative technology.

1
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Culture change is also a powerful transformational tool, and perhaps the most

critical of all interventions in patient safety. Whether creating safe harbors for

reporting medical errors so clinicians can learn from their mistakes and others’,

or developing more robust accountability for handwashing, it is the challenge of

culture change that defines both the greatest opportunities and challenges in

healthcare. Similarly in cybersecurity, we have a great need to change

viewpoints, accountability, and entrenched practices, and we propose in this

paper some pathways to get there.

Changes in our workforce are also a powerful driver for a sustainable future of

improved patient safety. An awareness of patient safety is now embedded in

medical curricula across the country, including the one that I was privileged to

attend years ago. Students have opportunities to engage early, and training in

best practices is both freely available and valued by academia. With each new

generation of clinicians, more and more awareness builds of the importance of

mitigating preventable errors, and our role in tackling these errors. So we must

work to build both awareness in our workforce, as well as create the pipeline and

training that keeps our healthcare cybersecurity workforce strong and at the

cutting-edge of the challenges it will face.

Thus, to me, there is no stretch of the imagination or clever rhetorical flourish

necessary to think of good cybersecurity and privacy as a matter of patient safety

—it is, in every way, an essential component of reducing the preventable harms

that can be predicted and prevented, if we have the will to do so.

Despite a near-consensus among cybersecurity professionals that the healthcare

sector faces a cybersecurity crisis, too often we assume that innovations in

patient care will be unambiguously beneficial for a patient. There is increasing

evidence  that these advances often come with cybersecurity risks that

potentially expose patients to significant harm. Failing to mitigate medical

cybersecurity vulnerabilities places patients and hospitals at risk of incurring real

financial, reputational, and physical harm.

A core principle of medical ethics spanning as far back as the ancient Greek

physician Hippocrates states primum non nocere, “first, do no harm.”  This

principle centers on a doctor’s obligation to prevent harm from befalling a

patient. It requires a careful balance between the potential benefits and risks of a

treatment. The benefits of these emerging healthcare technologies must be

balanced with the attendant cybersecurity risks to ensure that a new, dynamic

version of the “Do No Harm” principle can be upheld. In my experience, many

parts of the United States healthcare system are at serious risk of failing to adhere

to that principle. Hence the “Do No Harm 2.0” title of our project.

Healthcare cybersecurity has been a passion of mine for many years, first as a

medical student and then as an entrepreneur. But I also realized some time ago

that change at scale would require policy change. This report is an attempt to

7
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affect that, and I am grateful to have the opportunity to do that with my

colleagues at New America, and particularly my fantastic coauthor Dillon

Roseen. Neither of us believe that the ideas in the paper are revolutionary, but we

do think that together they represent a practical and much needed path to a

better future.

A Note on our Approach

Our goal is to set out a pathway to action, not to cut across good work that is

already being done in this space. As such, we stand on the shoulders of many

groups and individuals who have been thinking about these challenges for years

—we hope to consolidate many great ideas in healthcare security and privacy in

order to operationalize them.

In pursuit of that goal we decided to pursue a twin track approach—both to

emphasise the big, bold idea that it is high time that cybersecurity in healthcare

should be more widely treated as a patient safety issues. But we are also mindful

of the fact that visionary aspirations alone will not get us where we need to go.

And so through many interviews and much research identified and refined a set

of 17 practical recommendations that, if implemented, would go a long way to

realising that vision.

Indeed, the goal of this project is to set out a series of specific policy measures

that bring cybersecurity and privacy in the healthcare sector to where they need

to be five years from now. While some of these ideas are new, many of them build

upon the hard work of experts and organizations who have been tackling these

problems for decades. This project will ultimately challenge the field to think

critically about where healthcare is headed over the next five years and how

today’s policy solutions can mitigate future challenges. Do No Harm 2.0 offers a

number of detailed policy recommendations that together will serve to secure the

health systems of tomorrow.

Our recommendations are based on a review of existing policy guidance,

including from the June 2017 Health Care Industry Cybersecurity Task Force

Report; governmental and industry organizations like the National Institute of

Standards & Technology (NIST), the United States Department of Health and

Human Services (HHS) (including the Office for Civil Rights (OCR), the

Healthcare Industry Cybersecurity (HCIC) Task Force and more), the Healthcare

Information Sharing and Analysis Center (H-ISAC), Healthcare Information

Trust Alliance (HITRUST), the College of Healthcare Information Management

Executives (CHIME), the American Hospital Association (AHA), the American

Medical Association (AMA), the Healthcare Information and Management

Systems Society (HIMSS), the United State Food & Drug Administration (FDA),

and many others; background research, including desk research, input from

frontline practitioners, independent privacy and security experts, and executive

leaders in healthcare; and consulting New America’s network of experts in

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 12



healthcare, cybersecurity, artificial intelligence, and information technology

systems. Many past reports have taken a broad look at the complex,

interconnected issues faced by the healthcare sector, so in the spirit of “Do No

Harm,” this paper will focus specifically on the risks faced by providers and

health systems.

This work comes on the heels of both the FDA’s guidance on medical device

cybersecurity,  the Cybersecurity Task Force’s Health Industry Cybersecurity

Practices,  and the Healthcare Sector Coordinating Council’s Joint Security

Plan,  three powerful and practical documents that provide helpful insight into

hospitals’ on-the-ground challenges and how to tackle them. We do not seek to

replicate or replace any of this work—rather, we focus on 1) specific policy change

recommendations and 2) the next five year time horizon for evolving our field.

Naturally, this approach has affected the way we have written the report. First, we

have consciously targeted our recommendations at the healthcare community,

and healthcare policymaking experts. So, while we very much believe that it can

and should serve as a guide for newcomers to the area, we make no apologies for

the fact that the analysis and argumentation assume at least a degree of

understanding of the healthcare industry.

Second, this approach also means that we have deliberately made our

recommendations specific to the sector. That is not intended to suggest that all of

the challenges facing the sector are unique to healthcare. In fact, use of generally

accepted cybersecurity best practices, such as adoption of the National Institute

of Standards and Technology Cybersecurity Framework  (designed for use

across critical industry sectors) should be a given for all organizations in the

sector. However, we have consciously focused on healthcare specific

recommendations, because that is what we believe is currently missing from the

conversation.

Structure

This project uses a three pillar framework to address the privacy and security

needs of the healthcare sector. The three pillars, which respectively correspond

to Chapters Three, Four, and Five of this report, are:

• Culture. Crystallizing cultural norms in healthcare to ensure trust between

patient and provider

• Technology. Identifying technological opportunities and challenges related

to cybersecurity and privacy facing the healthcare sector

• Workforce. Building a skilled healthcare cybersecurity labor pool for the

future

9
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A Note on Conflict of Interest

Finally, I must acknowledge that as a cofounder of a healthcare compliance

analytics company I have a vested interest in promoting better healthcare in

cybersecurity, as some of our products solve problems in this realm. I do not

believe that that undermines my ability to argue for the importance of better

cybersecurity, or that it should be treated as a patient safety issue. Indeed, that

was part of my motivation is leaving medical school to establish my company.

However, I am very conscious of the need to avoid any conflict of interest, and

my co-author Dillon Roseen and other colleagues at New America have been

scrupulous in ensuring that none exists.
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Chapter 1: Why Should We Care?

I. Cybersecurity Is A Patient Safety Imperative

For healthcare professionals, patient safety is paramount, but even simple

treatments can be far from risk-free. For example, in the interest of seeking a

diagnosis, a doctor may have to order an imaging study or test that carries its own

risks (e.g., a CT with contrast might cause an allergic reaction). Over the years,

however, as the medical profession has developed a better understanding of how

these tests are used, we can weigh the benefits and risks, and also develop

methods to reduce the risk of an adverse outcome (e.g., doing a thorough patient

history to assess the risk of the aforementioned allergy).

So it is with healthcare information. To do their jobs, healthcare professionals

need to collect and analyze the most intimate details of our personal lives.

Managed correctly, especially given the new technology now available, collection

of that information can contribute greatly to the recovery of a patient. But

without the correct protocols in place, that very same information can lead to

inadvertent harm, possibly in excess of the original reason for seeking medical

attention.

This is what we mean by saying that cybersecurity is a patient safety issue, and

this report is intended to suggest ways in which the healthcare industry can help

patients benefit from the extraordinary potential of informational system to

enhance their well-being, while simultaneously mitigating potential risks. To do

that we first need to understand those risks.

Information security professionals often say that the goal of cybersecurity is to

maintain three qualities of a system: 1) confidentiality, meaning that access to

information is restricted only to authorized users; 2) integrity, meaning the

information is trustworthy and accurate; and 3) availability, meaning authorized

users can quickly and reliably access information.  These three qualities may

seem abstract from patient well-being, but in reality, they are crucial to ensuring

quality care.

Healthcare providers need to maintain the confidentiality of their patients’ data

not only to prevent medical identity theft, but also to assure patients that they

can safely share sensitive health information. A study by the Office of the

National Coordinator (ONC) found that of patients who did not believe providers

reasonably protected their electronic health records, 33 percent had at some point

withheld information from a provider due to privacy or security concerns (as

opposed to 7 percent of the overall population.)  As knowledge of cyber risks

percolate through popular culture over the next five years, the number of patients

who withhold potentially important information from providers could increase if

13
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the perceived security does not improve. (Addressing only the perception part of

this by underreporting breaches could dramatically backfire.)

Attackers who gain access to a piece of health technology may be able to

compromise its integrity by manipulating the data it collects or transmits.

Providers with invalid information may misdiagnose and mistreat patients, with

potentially grave consequences. Wildly inaccurate data or altered biomarkers

that ought to be immutable may cause other medical equipment to malfunction.

After providers learn that some data is compromised, it still may take countless

man-hours from IT staff and caregivers to restore accurate information, and only

then the information that has not been irrevocably lost.

Even a short disruption or slight slowdown in the availability of health data can

be the difference between life and death. Healthcare providers may need to

access an electronic health record (EHR) or communication tools to get

information on a patient in a time sensitive condition. Attackers are increasingly

taking advantage of this necessity with ransomware attacks, remotely locking

hospital computers until a ransom is paid. According to McAfee, ransomware

attacks in the healthcare sector increased by 210 percent between 2016 and 2017,

 and as of Q2 2018, healthcare is the most targeted of any sector for

cybersecurity attacks.

Before introducing the policy solutions that can help steer healthcare towards a

more cyber-secure future, it is useful to understand the historical context that

shaped the current healthcare cybersecurity landscape. The following chapter

provides a historical overview of the events and policies that underpin the current

state of cyber insecurity in the healthcare sector.

II. The Case for Urgent Action

What adds urgency to this issue is that the use of information systems in

healthcare has increased markedly in recent years, and often the pace of that

change has run ahead of ways to mitigate the risks that these developments

create. Alongside the increased adoption of networked medical devices, EHRs,

and wirelessly-augmented health infrastructures, there has also come an

increase in cybersecurity vulnerabilities. These vulnerabilities, whether exploited

or not, disturb the delivery of healthcare by weakening this aforementioned,

essential foundation of trust. Medical technophobia is not the solution. New

medical technologies have improved patient outcomes and helped health

systems meet the 21st century demands placed on them. As such, the healthcare

sector needs to think systematically about cybersecurity as a necessary trust-

building measure with profound implications for patient privacy and safety.

The dangers to the healthcare sector of exploitable cybersecurity vulnerabilities

are not imagined. Already, security researchers have demonstrated that

15
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malicious actors can exploit vulnerabilities in implanted and networked medical

devices that deliver life-supporting functions, like ventilators, infusion pumps,

pacemakers, and monitors.  An often underappreciated threat is the loss of a

patient’s protected health information (PHI) as the result of a data breach. In

many cases, stolen or inappropriately viewed records reveal patient names,

addresses, social security numbers, health insurance information, diagnoses,

procedure codes, intimate medical images, and financial data.  Beyond

flagrantly violating patient privacy, the information contained in stolen records

can be used to threaten patients’ safety, compromise identities, and fuel

fraudulent business or pharmaceutical practices.  This is unacceptable.

III. The Cybersecurity Risk Landscape Facing the Healthcare Sector

Healthcare Cybersecurity in Context

Healthcare is far from the only critical infrastructure  sector that is vulnerable as

a result of its dependence on information systems. Indeed, as a starting point,

healthcare organizations would do well to begin any systematic analysis of their

security by adopting the NIST Cybersecurity Framework—designed for use

across sectors. However, like any other sector, healthcare has its own

peculiarities, not the least of which is that rapid access to a patient’s information

can often be what makes the difference between life and death. Given the

complexity of patient care, the sort of access controls that might work in other

industries are often not appropriate.

In other words, the primary mission of the healthcare sector is to provide timely,

longitudinal, and personalized care to patients, on the basis that all lives are of

equal value.  To fulfill this mission, healthcare professionals must be able to

quickly and easily share and collaborate using patient information. In the

operating room, the emergency department, and across healthcare

environments, medical professionals need accurate and readily available patient

data to make split second, life and death decisions.

These are complex problems, often requiring the balancing of different risks. For

example, in some cases it is the lack of easy access to information for the right

people that causes the most problems. OCR has begun to respond to these

challenges in care coordination, as a part of its responsibilities to enforce and

interpret HIPAA (the Health Insurance Portability and Accountability Act, which

defines the privacy and information access rights of patients, among many other

areas). On top of the ordinary waiving of HIPAA sanctions to help hospitals

respond to natural disasters, OCR is considering rules (most recently through a

December 2018 Request for Information ) to allow for “good faith” disclosures

of patient data without their consent in emergencies like drug overdoses.  But in

solving one problem, we risk creating others. Though this rule could improve

health outcomes, it could also risk the privacy of economically vulnerable
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patients, particularly if the healthcare provider uses poor cybersecurity practices.

As we move more towards value-based care and expand care coordination, we

must be thoughtful about the new vulnerabilities these practices can incur.

Nevertheless, it is our contention that too often the cybersecurity risk is not

properly or fully addressed.

Vulnerabilities and Consequences

No matter the type of care, healthcare providers require full and immediate

access to patients’ health records in order to properly tailor their treatments.

Otherwise, providers risk exacerbating previous injuries, provoking allergic

reactions, or otherwise harming a patient. Recent efforts have sought to improve

patient health outcomes by facilitating the sharing of healthcare information.

Technological advancements to this end include the shift to EHRs, the adoption

of wirelessly connected medical devices, and the use of big data analytics to

identify public health patterns. More providers, staff, and affiliates now have

easier access to a greater volume of patient data than ever before, and this trend

is accelerating (see Chapter Tw0).

But the more access points a health technology system has, the more difficult it is

to ensure the cybersecurity of the whole system. One unpatched vulnerability on

one device may allow an attacker to leapfrog through a health system’s entire

technological infrastructure, potentially crippling an entire hospital network.

Allowing more professionals or other individuals to access these systems makes it

more difficult to track user activity, and a single unmonitored insider can lead to

the theft or exposure of millions of intimate patient health records.  Ever-

increasing amounts of data that health technologies collect may make health

systems more appealing targets to threat actors.

Technological advancements are ushering in an exciting new age of medicine,

and promising innovations should continue to be developed. However,

healthcare leaders must balance the attendant cybersecurity risks that arise in

the wake of such rapid technological change, or else patients will be harmed and

their trust in the healthcare sector will deteriorate. Some of the costs that arise

from these risks are described below:

Medical Costs

• Direct patient harm (e.g., a wirelessly exploited insulin pump delivering a

fatal dose of insulin or prescribing a patient the incorrect medication as

the result of a manipulated electronic patient record)

• Indirect patient harm (e.g., delayed or cancelled medical appointments,

closure of hospitals, diversion of ambulances following IT systems failure)
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• Medical identity theft, which is especially costly given the permanence,

sensitivity, and value of health data and potential delay in discovery.

Identity theft can also lead to direct patient harm as a result of duplicate

records resulting in misdiagnosis or poor treatment.

• System-wide operational disruption

Financial Costs

• Legal fees and penalties imposed as the result of a cybersecurity incident

or data breach

• Credit-based identity theft resulting from EHR compromise, and costs for

providing continuing identity theft protection

• Restoration or purchase of new information technology systems as the

result of a system failure

• Fraudulent medical claims, including of prescription drugs, insurance,

and Medicare and Medicaid

• Stock manipulation based on undisclosed vulnerabilities, incidents, and

PHI

Reputational Costs

• Loss of public trust in the healthcare system

• Public HHS investigations, corrective action plans, and national exposure

of potentially embarrassing and preventable information system failures

Moral or Ethical Costs

• Violating patient privacy and dignity

• Failing to provide immediate and personalized care, exposing patients to

preventable harms

• Breaking the law under HIPAA

So what behaviors incur these cyber risks? Examples from a report by the Health

Care Industry Cybersecurity Task Force show that they range from the

technological to the human.  Poor network security, off-the-shelf software with
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insecure default settings, and failing to install security patches on older,

vulnerable devices can all allow attackers to exfiltrate patient data (more about

technological vulnerabilities will be covered in Chapter Four). Meanwhile,

uncontrolled distribution of passwords and improper disposal of patient data can

allow employees unauthorized access. To fully understand these cyber risks

though, it is important to know who the humans are behind the threats to the

healthcare sector.

Threats: External and Internal

External cybersecurity threats are often the first that come to mind when

thinking of risks facing healthcare. However, as the 2018 Verizon Data Breach

Investigations Report (DBIR) notes, healthcare is the only industry where

cybersecurity incidents are caused more often by insiders (56 percent) than

outsiders (43 percent).  Insiders can take the form of employees, vendors,

affiliates, or individuals who have somehow accessed legitimate credentials in

order to compromise hospital systems. The actions they take can range from

naively dangerous to existentially catastrophic. Cybersecurity experts observe

that many attacks combine external vectors with internal actors, such as phishing

or social engineering attacks.  Here, we examine the threats to healthcare

cybersecurity in these two broad categories: external and internal threats.

External Cybersecurity Threats Facing the Healthcare System

As the name suggests, external threats originate from outside of a healthcare

organization. Cyberattacks perpetrated by external actors involve infiltration of a

healthcare organization by exploiting vulnerabilities in the software or hardware

of connected medical devices, EHRs, and supporting systems. Attackers can

deploy malicious code to gain entry to healthcare databases,  steal millions of

protected health records,  demand money in exchange for health data and

medical devices being held hostage,  and even prompt widespread disruption or

chaos by crippling entire health systems.

Healthcare providers—from stand-alone practices in Manhattan to enormous

Integrated Delivery Networks (IDNs) in St. Louis—are regularly targeted by

organized hacking groups. HHS maintains a database of breaches  that have

been reported by health organizations (as they are legally required to do)  and

the picture is bleak, especially when one includes industry analyses that

incorporate many cybersecurity events that HHS misses. According to one such

analysis of incidents from 2017, nearly 3.5 million patient records were stolen in

the 144 cyber incidents for which data is publicly available.  While the total

number of stolen records decreased from 2016 to 2017, the number of

ransomware and malware attacks more than doubled.  Ransomware  and other

malware attacks are some of the tactics most commonly used to target healthcare
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organizations, but ransomware is by far the most common form of malware

attack at 85 percent.

A common vector for attacks like ransomware is phishing, or the use of infected

emails and texts to gain access to a system. The Health Information Sharing and

Analysis Center (H-ISAC) and security firm Agari recently found that more than

half of the emails purportedly sent from healthcare organizations are fake,

making healthcare the sector most targeted by fake emails.

What does all of this tell us? The connectedness of the healthcare ecosystem

leaves it vulnerable to massive, scaleable attacks capable of compromising

protected health information and disrupting patient care and groups or

individuals willing to exploit that vulnerability exist. Healthcare executives

agree. In the recent 2018 HIMSS Cybersecurity Survey of healthcare executives,

data breaches and hacking, which includes malware, ransomware, and phishing

attacks, were named as the top cybersecurity threats facing healthcare

organizations.

Internal Cybersecurity Threats Facing the Healthcare System

According to the 2018 Verizon DBIR, healthcare is the only industry vertical

where there are more insiders that cause a data breach than external actors.

Insiders, employees, and other intended users of an electronic health system,

pose a unique risk to healthcare because they have legitimate access to

healthcare information and thus are not subject to traditional, externally-facing

cybersecurity defenses. There is also a significant fear that restricting access to

data may hinder care, impeding such controls as role-based access control.

Moreover, insiders have a thorough understanding of where vulnerable data may

reside and possible vulnerabilities that exist within a wide array of systems that

they use every day.

An insider incident or insider attack occurs when an individual or group within a

healthcare system violates the law by improperly accessing protected health

information or taking advantage of a medical cyber-physical system, such as a

smart operating room or an implantable cardioverter defibrillator. Given the level

of legitimate access insiders have to protected health information, it can be

difficult to identify when an insider is abusing their access privileges. In some

cases, insider threats can go undetected for astonishingly long periods of time—

in one example, an undiscovered vulnerability allowed employees at an

Indianapolis hospital to inappropriately access “current and former patients’

social security numbers, contact information, diagnosis, treatment and health

insurance” information for over three years.

Insider incidents can be intentional, negligent, or malicious, but all three can be

equally detrimental. It can be as simple as an employee checking on a relative’s
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record or as complicated as stealing thousands of tax returns. It can happen from

a health professional not following protocol, by accidentally misplacing a

patient’s file or discarding a computer system without properly removing patient

information. In 2017, nearly 800,000 patient records were compromised as the

result of accidental insider errors.  Not all insider incidents are so innocent—

potential reasons why an insider might intentionally and unwarrantedly access

patient data vary as widely as the incidents themselves.

One reason could be to sell personal medical data on the darkweb,  as medical

data is a “gold mine for vendors of stolen data” that operate on the darkweb.

Despite the influx of stolen health data flooding dark web markets in recent

years, demand is still high. In 2017, records sold for anywhere from $20 to $50 or

more per record depending on the value of the record to a buyer.  For

comparison, “basic stolen identity information on a US citizen, which only

includes the Social Security number, full name, and birth date, can range from $1

to $8 per person.”

Selling medical data is particularly harmful for patients because much of the

information contained in a medical record is immutable, such as biometric data.

The immutability of biometric data, like blood type, psychiatric history, and

specific drug allergies, distinguishes it from other updatable information, like a

password or credit card number. This means that a single compromised record

can negatively affect an individual for the rest of his or her life. Moreover, stolen

medical records contain a wealth of information, some of which is not even

related to an individual’s health. Emergency contact information can be used to

guess the answer to security questions, billing and insurance information can be

compromised leading to fraud, and embarrassing diagnoses can be used to extort

or blackmail individuals.

Some insiders might unlawfully access patient information simply out of

curiosity. The moment a new employee starts at a health system, they likely gain

near-ubiquitous access to the health records of millions of patients. While the

vast majority of health workers treat this responsibility with respect, some yield

to the temptation. A physician may snoop into her ex-husband’s psychiatric

reports or a nurse may peer into his girlfriend’s sexual and reproductive health

history.  Employees may look up the medical history of celebrities that have

come through their doors,  as happened to Kim Kardashian and former Rep.

Gabrielle Giffords.  Insiders might even systematically steal medical records for

use in filing false tax claims.  One author recalls the fear he and his colleagues

had at entering in sensitive patient information, knowing that despite the hard

work of the HIPAA privacy office, anyone of his co-workers could view the

information with relative impunity.

What does all this tell us about insider threats? Namely, that insider threats pose

a unique risk to the healthcare sector simply because employees are granted

legitimate access to so much patient information. As such, identifying an insider
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breach is more difficult and often takes longer. The scale of an insider breach can

be just as harmful as one caused by an external hacker, particularly because

insider breaches are so hard to spot. The costs associated with internal and

external cyber attacks are high, affecting patients and healthcare providers to

varying degrees depending on the scale and success of each attack.
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Chapter 2: How Did We Get Here?

Before introducing the policy solutions that can help steer healthcare towards a

more cyber-secure future, it is useful to understand the historical context that

shaped the current healthcare cybersecurity landscape. The following section

provides a brief historical overview and timeline of the events and policies that

underpin the current state of cyber insecurity in the healthcare sector.

The story of the last decade of healthcare privacy and security is one that is

defined by both progress and tragedy, often in parallel. With the broad rollout of

EHR technology, driven by meaningful use incentives contained in the HITECH

Act of 2009, the capacity of healthcare infrastructure transformed to capture and

access patient health data electronically.  However, this transformation came at

a great cost—the creation of a slate of privacy and security vulnerabilities that are

only beginning to be addressed. Likewise, the burgeoning of new wirelessly

connected medical devices,  sometimes referred to as the medical Internet of

Things (mIoT), increased healthcare’s reliance on medical data to improve

chronic and diet-related illnesses,  predict disease outbreaks,  and create

strategic benefits driven by big data analytics.  The use of algorithms and big

data has also enabled clinicians to, with extraordinary accuracy and efficiency,

diagnose, and treat diseases including skin cancer, cardiovascular disease, and

retinopathy (which causes blindness), and predict a patient’s likelihood of

deteriorating or dying.

While many efforts were focused on improving patient care and interoperability

—and appropriately so—this forward sprint neglected the concomitant

deployment of technologies that would ensure these systems were secure, and

that the data held within them was not accessible to individuals who had no use

for it. As a result, the system created hundreds of millions of vulnerable digital

medical records, and innumerable vulnerable devices and other entities, all of

which led to a vast number of attacks over the past decade.

As Figure 1 demonstrates, the transition to EHR started slowly, but an explosion

occurred in 2009, and with it, an attendant explosion of both large and small

cybersecurity events, all of which had the potential for devastating impact.

Since To Err is Human, the seminal report on patient safety and medical errors

that defined a generation of clinical research, the industry has experienced

tremendous improvement in attentiveness to patient safety and medical errors.

However, only in the last few years, has some of this research related to the safety

and dignity of patients and how this is impacted by cybersecurity and privacy

vulnerabilities.

We separate out the pre-2008 and post-2008 era largely because of the

significant transformation in healthcare technology that occurred in 2009 with
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the HITECH act. This massive incentive program (in combination with other

secular trends in the space) fundamentally changed the digital landscape,

creating new opportunities and new vulnerabilities.

Figure 1: The Events, Policies, and Technologies That Have Affected Healthcare

Cybersecurity
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Chapter 3: Culture

I. Summary

Any attempt to positively transform cybersecurity within healthcare must be

informed by an understanding of the cultural idiosyncrasies of the healthcare

sector. By understanding the culture of healthcare from the start and identifying

instances where the prevailing culture may directly conflict with beneficial

cybersecurity measures, policy recommendations may be offered that both align

with and shift cultural norms to ultimately support a healthy cybersecurity

posture.

Atul Gawande’s book The Checklist Manifesto speaks eloquently of the

importance and challenges of even simple culture change, through the

mechanism of preoperative surgical checklists.  While there are many important

points made in the book, fundamentally the work of patient safety is around

culture change. For instance, much of the process and procedure added by

presurgery checklists was focused on getting nurses, doctors, and

anesthesiologists to communicate and share goals more clearly. This simple act

of going through a checklist together aligned them and improved their dialogue,

a major contributor to the lives saved from these interventions.

This chapter begins with an overview of the aspects of healthcare’s culture that

affect the sector’s overarching approach to cybersecurity. Some of the specific

cultural challenges in healthcare are summarized in the table below:

Table 1: Summary of Healthcare Culture Challenges

Area Unique Characteristic or Challenge 

Diversity of healthcare stakeholders 
Huge range of healthcare organizations, from
single physician practices in rural localities to large
IDNs with 100+ hospitals 

Internal information sharing 

Extremely open, academic culture of collaboration.
Sharing of patient case details amongst healthcare
employees is necessary to support mission. Few
traditional role-based access controls. 

External information sharing 
Many stakeholders in healthcare who may need
access to near- complete records (clinical partners,
payers, government agencies, etc.) 
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Area Unique Characteristic or Challenge 

Internet of Things 

Life-supporting medical devices that can be lethal
if misused. Legacy devices introduce new security
risks and privacy implications under HIPAA due to
the collection and storage of sensitive data. 

Lopsided digitization between clinical and
infrastructural technology 

Slow adoption of improvements to technologies
that are not clinical devices and provider-driven
purchases (i.e., the “shiny new thing”), but rapid
and untested adoption of some patient-centered
items. 

Personnel 

Professionals are generally non-technical but
continuously interacting with sensitive technology.
Reporting structures differ across healthcare
organizations, often leading to poor responsibility
and accountability over cybersecurity. Sometimes
arbitrary cleavages between siloed privacy and
security teams. 

Budget 

Highly-constrained and low-margin (mostly
nonprofit) providers. No standard benchmark on
the appropriate allocation of resources for
cybersecurity per unit of scale in a health system.
However, it is worth noting that insufficient
cybersecurity budgets also exist at high-margin
health systems. 

Threat landscape 

Insiders pose the greatest threat to healthcare
organization in terms of data breaches; external
threats pose the greatest risk with regards to
ransomware/malware attacks against medical
devices.  63
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To address these challenges, the chapter offers policy recommendations for

policymakers in federal and state government, as well as healthcare industry

leaders. Our cultural policy recommendations are:

1. The Department of Health and Human Services Office for Civil Rights

should showcase health systems with innovative privacy and security

programs (3.1)

2. Provide multi-tiered information sharing for healthcare’s diverse practice

environments (3.2)

3. Develop the cybersecurity equivalent of the nurse-to-patient ratio (3.3)

4. Hold boards of directors responsible for healthcare privacy and security

(3.4)

5. Ease regulations to enhance the sector’s resource sharing capabilities (3.5)

II. Healthcare-Specific Culture Challenges

Simply put, the primary mission of the healthcare sector is to save patient lives

and keep individuals healthy. To achieve this mission, a healthcare organization

must align its cultural priorities in a number of areas—from hiring a sufficient

number of doctors and nurses to meet patient needs, to investing in new medical

technologies and system infrastructures to support medical operations.

Oftentimes, cybersecurity is relegated to a lesser priority or, in some cases, not

seen as a priority at all. But emerging technologies are transforming healthcare

and surfacing new threats. Failure to mitigate medical cybersecurity

vulnerabilities places patients and healthcare organizations at risk of incurring

real financial, reputational, and physical harm in the aftermath of a breach,

making that healthcare organization unable to achieve its primary mission.

In this section, we explain healthcare’s cultural idiosyncrasies to help identify

instances where the prevailing culture may directly conflict with beneficial

cybersecurity measures and offer policy recommendations on how the two can be

reconciled.

i. Diversity of healthcare stakeholders

There exists a diverse ecosystem that includes a range of healthcare

organizations with different capacities and practice areas. The healthcare sector

simultaneously refers to everything from single physician practices in rural

localities to large, multi-state hospital networks with tens of thousands of

clinicians. Of the 5,534 registered hospitals in the United States, the majority are
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community-run, including nonprofit hospitals (51.48 percent), for-profit hospitals

(18.7 percent), and state and local government hospitals (17.28 percent). A small

number of hospitals are not considered “community-run” hospitals and are

either operated by the federal government (3.78 percent), can be considered non-

federal psychiatric hospitals (7.17 percent), or fall into some other category (1.59

percent). Nearly two thirds of community-run hospitals are located in urban

centers, with the other third located in rural areas.  Given the sheer size and

range of players in the healthcare space, cybersecurity policy solutions must be

similarly variegated to account for the individual capacities of different

providers.

ii. Internal information sharing

The culture of open collaboration in healthcare stems from two places. First, the

collaborative information sharing environment is the result of an exploratory and

academic community in medicine that encourages teaching and sharing from the

outset of a physician’s education. A second reason for a collaborative

environment is largely practical: in an emergency situation, physicians and

nurses must have immediate access to an individual’s health information. Some

of the most widely discussed cybersecurity challenges that stem from this open

and collaborative environment are related to securely sharing patient data and

the inherent limits of interoperability in healthcare.

Consider the scenario where an emergency department must administer a

certain drug, but is unable to pull up a medical record to see if their patient is

allergic to that drug. Or the situation where a patient requires an immediate

blood transfusion, but doctors are unable to access the medical records that

contain the patient’s blood type. In these scenarios, if an emergency department

does not have immediate access to the appropriate records and makes the wrong

call, a patient could be killed.

In many industries outside of healthcare, cybersecurity professionals are able to

restrict access to certain internal systems to only those authorized users who

should be able to access that system. This approach is called role-based access

control (RBAC). By the same token, multi-factor authentication, a common

solution for verifying a user’s identity, works hand in hand with RBAC to ensure

the right people are accessing the right data. However, in an emergency situation,

blocking a nurse’s access to medical records with multi-factor authentication or

RBAC—for instance, because the patient in question is not in the nurse’s typical

practice environment—could be a lethal decision. Thus, healthcare providers

choose to have an open information sharing environment with few traditional

cybersecurity policies in place, which solves the emergency situation problem but

introduces another threat: insiders who already have access to a medical record

(see Threat Landscape section below).

iii. External information sharing
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Cybersecurity information sharing between different healthcare organizations,

like in many industries, is a complicated and multifaceted challenge. There is a

diverse range of healthcare stakeholders with differentiated capacities, and the

regulatory environment is sufficiently complex that it becomes difficult to

meaningfully share information on emerging threats, such as those affecting new

hybrid infrastructures.  Furthermore, the amount of information shared across

government and industry information sharing organizations is immense,

creating a fire hose that is difficult to process, especially for small- and medium-

sized healthcare organizations. In short, many organizations, especially smaller

and more distinctive ones, are not well served by any of the numerous

information sharing and analysis organizations (ISAOs), such as H-ISAC,

HITRUST, NIST, and the FBI’s Cyber Health Working Group.

iv. Internet of Things (IoT)

There are a number of life-supporting medical devices that can be lethal if

misused or compromised following a cyber incident. The devices most

vulnerable to attack are so-called legacy medical devices. Legacy medical

devices are outdated systems that continue to operate in the clinical setting

despite having known cybersecurity vulnerabilities. Academic research and real-

world incidents have on countless occasions demonstrated the worrisome

consequences of poor medical device cybersecurity in legacy systems, including

shutting off life-supporting implanted devices and disabling medical equipment

found in operating rooms.  On the privacy side, healthcare must also consider

how the deployment of these devices creates HIPAA implications due to their

role in collecting data—a position that many device manufacturers still shy away

from—as well as their network-connected nature.

v. Rapid digitization and interoperability

The healthcare sector frequently discusses how new technologies and data

analytics can be used to improve clinical outcomes. As discussed earlier, the

proliferation of these technologies, including EHRs and medical IoT, creates a

number of cybersecurity vulnerabilities.

Less frequently discussed is how the same types of technologies can be used to

protect patient privacy and security. This oversight has led providers to be wary

of tools and techniques that could be useful for protecting patients from cyber

incidents and slow to adopt them. There is an underlying culture of “no” that has

emerged around healthcare cybersecurity technology, which stands in contrast

with the often eager adoption of new technologies that promise to directly

improve clinical outcomes. For instance, the post-OPM breach report noted the

value of an AI-driven solution in mitigating threats, demonstrating that it is time

for all industries to embrace these types of tools.  Health professionals tend to

take an attitude of “if it ain’t broke, don’t fix it” to cybersecurity, not realizing

that their long held methods and tools may actually have been broken the whole
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time. While this attitude is beginning to shift in some ways, the industry still

needs to take more of a long-term perspective.

If healthcare continues to approach patient privacy and safety in the same way it

always has, we risk an even greater number of cybersecurity disruptions that

negatively impact clinical outcomes. Viewed through this lens, patient privacy

and safety, and therefore cybersecurity, is a patient health concern. With regards

to adopting cutting edge cybersecurity technologies in healthcare, there needs to

be a shift away from the culture of “no” towards a culture of “yes… and let’s be

thoughtful about how we introduce new systems.” This parallel track of

investment and thoughtfulness about how healthcare uses these sophisticated

techniques for defending healthcare institutions is important for continuing to

deliver the best patient outcomes. It also means investing in healthcare-specific

cybersecurity technologies that mesh with the healthcare sector. Going one step

further, any innovation that is introduced into the healthcare ecosystem must be

designed and implemented with cybersecurity as a fundamental priority from the

beginning to the end of a technology’s life, as espoused by the “privacy by

design” or “security by design” principles that have been incorporated into

regulations like GDPR. ,

vi. Personnel

While HIPAA effectively articulates key principles of patient privacy and security,

implementation and compliance of these principles often follows rigid check-the-

box approaches. This may not lead to effective privacy and security risk

management because the checkboxes are unlikely to reflect best practices in risk

management and substantial resources are allocated to compliance rather than

actually managing risk. A fundamental shift away from the check-the-box

approach is required, moving towards HIPAA implementation that is both

comprehensive and integrated between privacy and security.

Healthcare organizations vary widely in their security reporting structures, but

not so much in the issues they face. Many struggle to designate responsibility and

accountability over cybersecurity. CISOs often assume responsibility for

cybersecurity matters, but that is not always the case, particularly in smaller

organizations that cannot afford dedicated security personnel. Health

professionals may not leap at the chance to take on cybersecurity responsibility

(even though many continuously interact with sensitive technology) because

successful cybersecurity is often seen as avoiding a loss, not making a gain.

Without a formal reporting structure, system of metrics that provides basic data

on cybersecurity performance, or lead on cybersecurity issues, there is no way to

ensure accountability and responsibility.

Exacerbating the issue of responsibility delineation, healthcare systems often silo

privacy and security into very different parts of the organization. Privacy usually

falls under regulatory-focused legal and compliance teams, while security is
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allocated to engineering-focused technical teams. Though they come from

different backgrounds and possess very different skills, privacy and security

departments share a single mission: to ensure the trustworthiness of patient

treatment and data collection systems. It is increasingly apparent that separating

healthcare privacy and security teams creates substantial challenges related to

privacy and security protections, like long response times, slow evolution of

programs, duplication of efforts, and lack of knowledge across silos. Non-

healthcare companies, including those in the Fortune 500, less often have this

siloed structure and health organizations need not have it either, despite the

sector’s unique data sharing culture and regulatory environment.

vii. Budget

The healthcare sector writ large operates on margins that are much lower than

those of other sectors (2.7 percent in health care,  7.9 percent average across all

sectors. ) Limited resources, especially within small- and medium-sized entities,

make investment into cybersecurity tools and technologies a difficult sell for

most nonprofit healthcare organizations.  To provide some context, while

comparable industries spend about 8 percent of their budgets on structures

intended to protect against traditional, external network threats, healthcare

organizations generally spend around 1 to at most 5 percent of their budget on

this problem.  For large organizations with an expansive attack surface,

malicious cyber attackers and insiders create persistent threats that are difficult

to thwart, even for organizations dedicating substantial resources.  Moreover,

there is no standard benchmark on the most appropriate allocation of resources

for cybersecurity per unit of scale in a health system, making it impossible for

providers to weigh the expected margin of return for additional cybersecurity

investments. Even non-budgetary benchmarks for cybersecurity systems, like the

NIST Cybersecurity Framework  or the ISO 27001 standards , are difficult to

translate into standards that can work specifically for the healthcare sector.

The margin of 2.7 percent in healthcare for FY 2016 represents the average across

the entire healthcare sector, which includes both large and small organizations.

After disaggregating these groups, the largest healthcare organizations have

higher total profits than small-sized healthcare providers (estimated at 6.7

percent), even though margins for patient care still remain slim for both.  Small-

and medium-sized organizations that are often rural and publicly owned struggle

even more than larger organizations because of “dwindling payments, fewer

patients, and an inability to compete against larger, better-funded systems when

negotiating payment rates with commercial insurers.”  These already thin

margins for small, medium, and large health organizations are only likely to

decrease in the future as providers struggle to reconcile rising costs.

While the actual cost of robust cybersecurity programs varies, it does take some

resources to get cybersecurity right, and most healthcare organizations think that

they do not have adequate resources to implement state of the art monitoring
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programs necessary to protect their organizations. Healthcare organizations do

have some leeway to make cybersecurity a strategic priority during budgeting

season, however it is usually triaged in favor of other interests that are rightfully

viewed as more critical (such as hiring additional clinical staff ). Still, it is

important to find ways to grow the cybersecurity capacity of healthcare

organizations, even with the understanding that current budgets and budget

priorities do not meet the need.

In one instance that is indicative of the wider problem, a healthcare delivery

organization in West Virginia operated with such limited resources that it

replaced its vulnerable computer systems only after a massive cyber attack

completely corrupted them and shut them down, causing clinical workflow

disruption and delay.  As technology becomes even more infused in routine

healthcare delivery, a cyber attack like the one in this example is likely to be even

more catastrophic. This “wait until disaster strikes” approach is not uncommon.

Most health systems administrators agree that their security budgets or IT

infrastructure would only receive improvements after a serious, life threatening

incident occurred.  Overall, constrained budgets have forced healthcare system

to make strategic trade-offs during budgeting processes, and cybersecurity often

loses out.

viii. Threat landscape

As with many industries, a challenge for healthcare privacy and security is the

insider threat: those people who already have permissible access to a medical

record. Insider threats typically fall within the domain handled by privacy teams

due to the HIPAA implications of an insider threat. In healthcare, there are two

big problems and trends in this regard. First, there are an increasing number of

connections and linkages between individuals, healthcare institutions,

information exchanges, and interoperable devices, which is incredibly beneficial

for providers and patients alike. But simultaneously, there are no controls over

who can access those records and devices. For instance, volunteers and first year

medical students generally have unfettered access to medical records with

virtually no controls in place to stop them from accessing or looking at records.

Second, there is generally little risk of someone discovering an unauthorized

access, aside from some regular reports or random audits. This is true of nearly

every healthcare organization in the United States.

Despite these challenges, healthcare is at an inflection point, presenting

numerous opportunities to reshape the culture of the sector according to a more

positive and forward thinking vision. The next section describes these

opportunities.
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III. Healthcare Culture Policy Recommendations

Taken together, the recommendations contained in this chapter set out specific

measures needed to shift cultural norms surrounding healthcare cybersecurity.

In five years’ time, patients should be able to trust providers to protect their

personal health information, keep their life supporting devices safe from cyber

threats, and continue to deliver uninterrupted healthcare services. The

government may be able to help instill this culture through the creation and

dissemination of clear security standards and best practice frameworks.

These policy recommendations are directed towards federal agencies including

HHS OCR, the Department of Homeland Security (DHS), the Office of the

National Coordinator for Health Information Technology (ONC), the Agency for

Healthcare Research and Quality (AHRQ), the National Institutes of Health

(NIH), the Centers for Disease Control and Prevention (CDC), the National

Academies, NIST, and others. Recommendations are also directed towards

healthcare industry leaders, since the most impactful cultural change may result

from a series of normative decisions made by individual providers.

Recommendation #3.1: The Department of Health and Human Services Office for

Civil Rights should showcase health systems with innovative privacy and security

programs.

Privacy and security teams in the health sector have a hard job. They need to be

able to respond to any of a plethora of threats quickly, effectively, and within a

complicated regulatory framework, while also building processes and optimizing

organizational structure. Healthcare providers need a way to learn about how

others have successfully met these challenges. According to behavioral scientists,

the best way to spread positive organizational change is through articulating

purposeful visions or “stories” for why change should happen.  In order to effect

change in the culture around healthcare cybersecurity therefore, OCR should

utilize the levers at its disposal to tell stories about security role models.

Currently, most of the stories OCR and the rest of HHS tell are cautionary tales

about data breaches. As of this writing, the OCR’s “Wall of Shame” includes,

among many others, a Texas cancer research center that lost two unencrypted

USB drives; a South Florida hospital corporation that allowed an attacker to steal

data through the login credentials of a former employee; and a global cancer care

service that let an attacker access data on over two million individuals, including

names, social security numbers, physicians' names, diagnoses, treatments, and

insurance information.

We suggest that in addition to the current, more punitive model, the OCR

consider adding real world, positive examples of optimal risk assessment
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processes. This proposed “Best Practices Showcase” should highlight

organizations that are cooperating effectively and thinking ahead about their

holistic trust posture, rather than just checking off boxes on security and privacy

requirements. The showcase would hopefully put forth forward-looking, health

cybersecurity leaders as role models to others in the sector. This approach

mirrors best practices in behavioral science, which recommend creating adaptive

structures and processes focused on both positive and negative reinforcement.

The closest analog to this recommendation currently offered by HHS are the

HIPAA case examples, which are woefully unspecific and totally anonymized.

One of OCR’s most challenging tasks in promoting positive role models would be

to define what constitutes good cybersecurity practices. In doing so, OCR may

want to look at how organizations address both privacy and security, in order to

promote collaboration and integration between the two domains. It may even

want to promote specific privacy-security collaborative activities, such as weekly

privacy-security huddles, shared KPIs, and codeveloping risk agendas. The

metrics described in Recommendation #3.3 may also help in identifying positive

role models.

On top of defining a rubric for what measures quality in this so-called “Best

Practices Showcase,” HHS should engage in research to find out how to design

this program as to be most useful to the industry. Are hospitals interested in this

kind of acclaim or do they fear it puts a target on their heads? Do patients

consider cybersecurity when selecting a healthcare provider? Are there

subsectors of the health system, such as mental health, where providers or

patients are more interested in best security practices?

The answers to these questions may reveal that health systems are not interested

in contacting OCR and opening themselves up to conversations with regulators.

To mitigate this, OCR could start by piloting this program (as the FDA is

currently doing with its “Expedited Access Pathway” program for medical

devices ) in order to take in lessons learned about good processes and insulate

both providers and OCR in case this model turns out to be untenable. The

program could also focus more on organizations that already have Corrective

Action Plans, allowing them to get positive PR for work they have already done

and protection from negative PR under nominal OCR experimentation. If

needed, OCR could also offer monetary rewards and incentives. In order to

facilitate these improvements, it goes without saying that Congress should

appropriately fund OCR’s essential work, as these budgets have decreased or

flatlined in recent years. These budgets could have specific line items for privacy

and security education and incentives to ensure the money is spent roughly as

outlined above.

By promoting best practices and highlighting institutions that go above and

beyond, OCR can hasten the various cultural shifts needed across the healthcare

sector to improve cybersecurity. This approach does not require OCR to give

87

88

89

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 35



organizations all the answers. Rather, it empowers healthcare organizations

directly by amplifying the great work already being done. Recognition is an easy

place to start, but monetary rewards could be a possible next step to encourage

cultural change.

Recommendation #3.2: Incentivize and provide structures for multi-tiered

information sharing for healthcare’s diverse practice environments.

Not all healthcare providers have the same cybersecurity needs, and they

certainly do not all have the same resources to meet those needs. A large regional

IDN hospital might have a CISO and robust security operations center (SOC) in

charge of constantly thinking ahead to ward off attacks. A single doctor’s practice

might only have a sticky note on a computer asking employees not to share

passwords. Healthcare professionals need ways to learn, share, and ask questions

about the most up to date information on relevant cybersecurity issues. However,

the design of these information sharing systems should be specifically tailored to

the individual needs of small, medium, and large organizations.

Small organizations, like individual providers, should receive positive incentives

for taking basic cybersecurity measures and undergoing education campaigns.

The incentives can be modeled after a recent recommendation from AMA,

wherein clinicians receive bonus points through the Merit-based Incentive

Payment System (MIPS) track of the Medicare Quality Payment Program.  As

AMA suggests, physicians should be recognized when they used certified and

even non-certified health IT, or when they go above and beyond the

requirements of HIPAA. To determine the exact criteria, AMA and AHA could

leverage their existing relationships and lines of communication with healthcare

providers to learn about the cyber needs of their constituents. Then HHS, with

input from industry players, could determine the best tools and education

solutions to address their issues. Finally, AMA and AHA could once again

leverage their existing relationships to communicate and promote those

programs back to their constituents. To clear the way for these campaigns, there

may need to be regulatory exceptions for cybersecurity products added to the

Stark Law and Anti-Kickback Statute (more on this in Recommendation #3.5).

Medium-sized healthcare providers such as individual hospitals or small systems

are somewhat caught in an awkward middle, since they may be too large to

benefit from basic tips and plug-and-play cybersecurity solutions, but too small to

fund a dedicated cybersecurity team that can keep up with the latest

developments in the field. To prevent them from falling through the cracks (and

building off of the important emphasis of the Cybersecurity Task Force on

Managed Security Services), DHS should subsidize their use of managed security

service providers (MSSPs), potentially in the form of a tax credit. MSSPs would be

able to take some of the burden off of medium-sized healthcare providers from

managing their own cybersecurity. In managing multiple organizations, MSSPs
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would be able to participate in the cybersecurity information systems aimed at

large health organizations.

Large health organizations like IDNs need the most breadth and depth of

cybersecurity information. They require real-time knowledge of recent or

ongoing attacks, cyber indicators, and threat analysis that provides insights into

both external and internal threats with great sophistication. To this end, DHS

should support research grants that test innovative approaches pioneered by

these large organizations in sharing information through unified analytics

platforms that build upon ISAOs and information-sharing groups. Traditionally,

this approach has been focused on such grants as those that centered on creating

ISAOs and ISACs, but we believe that large health systems themselves might

have the most insight into how to pilot local, regional, and ultimately national

collaborations. This “laboratory of democracy” approach, as with the states,

would complement and overlap with, rather than replace, the very important

efforts occuring at the national level. Examples of such collaborations might be

interesting experiments about innovation around institutional sharing of SOCs

between different health systems, AI-enabled platforms that continuously

improve in accuracy as more health systems utilize them, and other high tech and

low tech methods of learning from one another.

Recommendation #3.3: Develop the cybersecurity equivalent of the nurse-to-patient

ratio.

One of the many key recommendations from the Health Care Cyber Security

Task Force report that bears emphasizing and operationalization is that

healthcare should consider implementing a “safe patient ratio” for cybersecurity.

The core idea behind such a ratio is that in order to guide healthcare providers in

their allocation of resources, there should be guidelines for how many team

members, or how much budget, should be allocated to cybersecurity, per given

unit of scale for a health system. Such a ratio, or basket of ratios, could be similar

to the nurse-to-patient ratio mandated by California in 2004.

Simplifying such an elusive and multifaceted concept as cybersecurity into one or

a few metrics comes with challenges. The most important step prior to setting a

cybersecurity-healthcare ratio is actually to illuminate the factors that go into the

numerator and denominator. It may therefore make more sense to say that X

dollars must be spent on cybersecurity for every Y patients, or perhaps that one

must have A cybersecurity professionals for every B beds at a facility. Many

different permutations may exist, but there is not enough data yet to see how well

organizations are performing with current cybersecurity resources and what

these ratios should be. These high level metrics may be imprecise, but given the

pressing cybersecurity challenges described in Chapter 1, more needs to be done

to promote a data-driven approach towards cyber resource allocation.
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Thus, the first step worth considering is an HHS-mandated and internally shared

platform that compiles data on health system size and compares it to budget

allocation for security and privacy. Metrics like incidents detected and resolved,

budget allocated to cybersecurity, HIPAA complaints received, and more should

be broadly provided, perhaps on a trial basis for some subset of thought-leading

hospitals.  Many of these metrics are already publicly available, such as broad

census data on patient flow and bed size, but questions of budgetary spending on

cybersecurity or the number of cybersecurity-dedicated team members are more

proprietary. Beyond the data needed for a safe patient ratio, this might be a good

opportunity to capture information like board reporting structures, presence of

certain technologies, and other similar questions.

With this information, it is possible to observe how the scale of organizations,

resources allocated, and privacy- and security-related outcomes interact. This

information could be used to inform a group like H-ISAC in developing a NIST

Cybersecurity Framework specific to the health sector. H-ISAC and the Health

Care Industry Cybersecurity Task Force may already have started work on these

metrics. In order to provide for the analysis of factors that may contribute to or

defend against breaches, de-identified information should also be made

available to researchers in the field.

Second, researchers and healthcare industry leaders can determine the

appropriate measure that captures cybersecurity resilience in healthcare. A

model should be created that forecasts the degree to which the factors affecting

healthcare cybersecurity resilience should change according to the scale of an

institution. In other words, a cybersecurity ratio. This cybersecurity ratio should

take into account a variety of factors (see Table 2) and researchers should

continually refine it as new technologies and security practices emerge.

Specifically, researchers should develop more comprehensive, quantitative risk

assessments based on the strengths and weaknesses of previous ratios, thus

enabling a more refined and robust ratio that is constantly evolving.

In order to facilitate these efforts, HHS and other public and private grant-

making bodies should set up data-driven challenges and grants to investigate

sector-specific factors that lead to an effective (or ineffective) cybersecurity and

privacy posture. These grants could take a variety of forms, ranging from

competitive federal awards like those administered by HHS and the ONC for

information-sharing to national awards for academic research in healthcare like

the plethora of programs administered by the AHRQ, the NIH, the CDC, the

National Academies, and others. A table of example numerators, denominators,

and variables to measure success is provided below.
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→ POSSIBLE METRICS FOR CREATING A CYBERSECURITY RATIO

Possible Numerators

• Number of cybersecurity and/or privacy staff

• Money in annual budget for cybersecurity

• Total cybersecurity payroll

• Percentage of budget spent on cybersecurity

• Number and severity of data breaches/cybersecurity incidents

• Patch status of deployed health IT assets

Possible Denominators

• Number of beds

• Number of facilities

• Patients per year

• Revenue

Possible Confounding Variables

• Type of healthcare provider (e.g., community run, federally run, etc.)

• Area of practice

• Physical location of practice

• Usage of specific technologies/devices

Possible Outcome Variables

• Breaches per year
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• Events detected/resolved

• Patient satisfaction

• Institutional/cultural knowledge

The overarching result following the establishment of a safe cybersecurity

healthcare ratio is the illumination of discrepancies between the recommended

and current cybersecurity levels. Organizations will be empowered to identify

these gaps and move towards meeting recommended benchmarks.

Recommendation #3.4: Hold boards of directors responsible for healthcare privacy

and security.

Cybersecurity is a strategic issue that warrants top level accountability, but not all

healthcare organizations give it the requisite high-level attention. Many

organizations have CISOs and chief privacy officers who assume authority over

security and privacy matters, but outer edges of their responsibilities are often

unclear. Without formal reporting structures, oversight for such hairy issues as

privacy and security often fall through the cracks and accountability becomes

impossible. This oversight can be seriously detrimental to health companies; a

high profile cyber attack can bring about irreparable loss of reputation, loss of

life, and bankruptcy.  But by attending to issues of cybersecurity, a board of

directors can signal to the rest of the company that security and privacy should be

considerations in any decision from the outset. Even organizations too small or

understaffed to have a single person dedicated exclusively to cybersecurity

should clearly delineate responsibility.

The Centers for Medicare and Medicaid Services (CMS) can assure substantive

board-level representation and minutes-documenting reviews of institutional

cybersecurity postures by making them conditions for participation under

Medicare. Approaches can be modeled after existing guidance and best practices

from compliance programs, but the mechanism by which a cybersecurity lead

reports to the board would have to be tailored to the size and structure of each

health organization. For instance, this individual might be the CISO and have a

literal seat at the table as a strategic member of the board. Alternatively, a

smaller institution might have a combined vice president of privacy and security

that reports to the audit committee of the board on a quarterly basis. What is

important is the independent capacity to raise potential issues and gain visibility

at the highest levels of the organization. Therefore, in its requirements the CMS
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should not hold health organizations to the unreasonable standard of having zero

incidents but instead connect accountability to risk management and the right

key performance indicators.

In addition, Congress should consider passing legislation for the healthcare

sector modeled after the proposed Cybersecurity Disclosure Act of 2017  and

New York’s Department of Financial Services’ first-in-the-nation cybersecurity

disclosure regulation  to provide guidance on establishing board-level

cybersecurity requirements. While the federal bill has not yet passed and the

New York regulation could be strengthened by better defining certain baseline

risk frameworks upon which to base threat assessments, both highlight the

importance of board-level accountability and provide a models for industry and

future policy interventions in other sectors, like the healthcare sector.

As a result of such important levers being exercised, healthcare systems would

prioritize cybersecurity as a top level objective within their organizations and

better security and privacy reporting standards would be implemented across the

entire healthcare ecosystem. Existing cybersecurity requirements would be more

closely followed leading to fewer exploited vulnerabilities and better responses

post-breach. Most importantly, a culture of cybersecurity would be viscerally felt

and lived from the highest levels of the organization, and teams responsible for

its implementation would feel empowered, energized, and heard in their

concerns and suggestions.

Recommendation #3.5: Ease resource sharing regulatory burdens to empower small-

and medium-sized organizations.

(Author's Note: On October 10th, 2019, as this paper was going to publication, the

authors were delighted to learn that HHS presented a Proposed Rule to update the

Stark Law. This Proposed Rule had the goal of spurring value-based care

arrangements, but with provisions that also allow for the donation or reduced-cost

offering of cybersecurity protections and/or software to affiliated practices from health

systems. While it is too early to comment on the implementation of this rule, and the

proverbial devil will remain in the details, we are hopeful that this rule is very broadly

interpreted to ensure that the wide array of locations between which health data are

exchanged are all effectively covered by this exemption, given the significant networked

vulnerabilities that exist in our current, highly-interoperable health data ecosystem.)

The Anti-Kickback Statute and the Stark Law prevent health professionals from

using their powers of referral for their own gain by broadly regulating the kinds of

resources they can share. However, these laws also stymie collaboration in

cybersecurity, particularly affecting small and medium practices. For example,

under the Anti-Kickback Statute, a large healthcare organization cannot provide a

smaller partner with security technology to prevent it from becoming a supply

chain liability. Under the same rules, a group of physicians may not be allowed to

pool their resources in order to afford a third party cybersecurity provider. Even
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free software updates, security education, and technical support from health

system technology developers may be illegal.

AMA , AHA , CHIME , HSCC , and other organizations have all released

letters suggesting cybersecurity exceptions be made to the Anti-Kickback Statute

and the Stark Law in response to a Request for Information from the HHS Office

of Inspector General (OIG). These exceptions could legally protect cybersecurity

best practices and encourage collaboration. Both the Anti-Kickback Statute and

the Stark Law have mechanisms by which to allow for benign commercial

exceptions. The OIG has the authority to promulgate new Anti-Kickback Statute

safe harbors and issue requests for suggestions in that regard every year. The

HHS OIG should explore the negative impacts of the Anti-Kickback Statute to see

whether it is hindering meaningful industry collaboration on cybersecurity

efforts and consider issuing or explicitly requesting comment on a new safe

harbor exception for cybersecurity.

Similarly, the CMS has the authority to create new regulatory exceptions under

the Stark Law. CMS should leverage this authority to enable meaningful

cybersecurity collaboration.  Already, both HHS and CMS have created

exceptions regarding the donation of EHRs, and a similar approach should be

taken with the sharing of cybersecurity resources.

The cybersecurity of small- and medium-sized healthcare organizations are

disproportionately impacted by the Anti-Kickback Statute and Stark Law

frameworks because they are less likely to have sufficient budgets to run secure

practices. Relaxing the regulatory environment would enable meaningful

industry collaboration, aiding the security of patients, payers, and providers alike.
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Chapter 4: Technology

I. Summary

Most conversations around patient-centered healthcare technology center on

leveraging innovations in artificial intelligence, machine learning, big data,

natural language processing, and other frontier technologies to improve or

enhance clinical outcomes. While these technologies show promise for positively

impacting clinical outcomes and, indeed, that should be the primary focus for

healthcare providers, there is equal opportunity to consider how these

technologies can be applied to improve the cybersecurity of medical devices,

patient records, and the overall healthcare infrastructure. Yet, this remains a

nascent conversation, even for the most progressive healthcare enterprises.

Likewise, although there is a more robust conversation around existing

cybersecurity flaws in medical devices and software, little has been done to shore

up the technological infrastructure of our nation’s healthcare providers.

Indeed, recent ransomware attacks on hospitals have shown how easy it is to

bring a health system back to pen and paper. In a recent series of attacks, several

hospital systems had their EHR systems rendered inoperable, forcing everyone to

use handwritten notes to coordinate care. The true costs in lives and resources of

these events are difficult to calculate, but intuitively, that lost insight has a real

impact on patient lives.

This is troubling for a number of reasons, especially considering the increasing

pace of attempted and successful cyber attacks directed at the healthcare

industry in recent years.  Unmitigated vulnerabilities create potentially

existential medical, financial, and reputational risks for providers. Some of these

problems, which are described in more detail in the next section of this chapter,

are summarized in the table below.

Table 3: Summary of Healthcare Technology Challenges

Area Unique Characteristic or Challenge 

Legacy technologies 
Medical devices and software are often used for a long
time. Many have vulnerabilities and do not support
patches. 

Incident readiness 
Even though cybersecurity incidents occur regularly, few
healthcare delivery organizations or device manufacturers
have plans in place to prevent future cyber attacks. 
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Area Unique Characteristic or Challenge 

Budget 
Limited budgets and tight margins relegate cybersecurity
to a secondary priority 

Regulatory guidance 

OCR’s guidance starts with asking that organizations
conduct a risk assessment of their environment. That
process, however, has been reduced in practice to
superficial checklists that leave vulnerabilities
unaddressed. There is both a need for health systems to be
more creative on this front, as well as OCR to provide more
examples. 

Small- and medium-sized organizations 
Burdensome regulatory environment, just-in-time supply
chain, and risk aversion prevent smaller organizations from
investing in cybersecurity. 

System development life cycle (SDLC)
practices 

SDLC practices for medical devices tend to be weak and
under-regulated, not end-to-end secure. 

Despite these problems, the healthcare sector possesses a unique opportunity.

Since many organizations have yet to introduce many basic cybersecurity

protections and technologies, the sector can “get it right” the first time, rather

than trying to reshape an already entrenched cybersecurity infrastructure and

culture. Policymakers can encourage a movement towards healthy cybersecurity

technology posture in a number of ways:

• Create a government-backed program to encourage the phasing out of

legacy technologies and phasing in of secure and interoperable

technologies.

• Learn from the financial sector’s success in sector-specific cybersecurity

investment, spearheaded by National Cybersecurity Center of Excellence.

• Leverage a broad array of existing funding programs to spur healthcare

cybersecurity basic research and innovation.

• Create mechanisms for clarifying privacy standards, providing advice, and

receiving feedback from health systems, similar to the levels of

determination issued by the Internal Revenue Service.
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• Strengthen FDA requirements around medical device security, to ensure

that security is baked-in at every point in the device’s life cycle.

This chapter describes the technological challenges facing the healthcare sector.

While this description presents a stark picture of the many challenges facing

healthcare, it also foretells the many policymaking opportunities that are borne

out of these shortcomings, which are highlighted in the recommendations at the

end of the chapter. The range of technologies covered herein is large and includes

medical devices (including those that are part of the “medical Internet of

Things”), enterprise IT, the cloud and cloud-connected devices, medical device

applications and software (perhaps most notably including EHRs), smart

building infrastructure, and more.

II. Healthcare-Specific Technology Challenges

The opening statement from the Hippocratic Oath for Connected Medical

Devices, a symbolic attestation for the healthcare community crafted by the

security and public safety group I Am the Cavalry, reads “New technology

introduces new classes of accidents and adversaries that must be anticipated and

addressed proactively…The once distinct worlds of patient safety and cyber

security have collided.”  Others have echoed the same sentiment. The June

2017 Health Care Industry Cyber Security Task Force states, “Now more than

ever, all health care delivery organizations…have a greater responsibility to

secure their systems, medical devices, and patient data.”  These statements

make two similar assertions:

• That even the most promising advancements in medical technology could

have an insidious flaw that places patients in harm’s way.

• That healthcare providers and policymakers have a responsibility to

proactively address these flaws before they are exploited.

We will address these assertions each in turn, first discussing the flaws associated

with medical technologies in this section, and next section offering healthcare

providers and policymakers recommendations on how to address these flaws.

i. Legacy technologies

Rapid advances in medical device and electronic health technologies have

equipped the healthcare sector with a new suite of tools aimed at improving

patient outcomes. However, these advancements have created a number of

legacy technologies that are vulnerable to cyber exploitation. Legacy

technologies are devices and software that are old, outmoded, or outdated in
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some fashion, but that are still in use. Due to the length of time these devices and

software have been in use, malicious actors and threat researchers have been

able to identify a large number of vulnerabilities and exploitable security flaws; at

the same time, cybersecurity vendors often provide few modern

countermeasures for legacy devices. Exploiting a vulnerability within a legacy

technology can lead to “medical device malfunction, disruption of health care

services (including treatment interventions), and inappropriate access to patient

information.”  The impact of the 2017 global WannaCry ransomware attack is a

stark example of the vulnerability of these legacy technologies.

One factor contributing to the legacy device problem is the lifespan of medical

devices, enterprise IT, and systems that house EHRs, which can be used by a

healthcare organization for upwards of 15 or 20 years. Old hardware and devices

are not necessarily a cybersecurity problem in and of themselves. Rather, the

challenge posed by these devices resides in the software they run. The operating

systems and off-the-shelf software that undergird these devices have relatively

short lifespans, with new versions launched regularly. As new versions are issued,

software vendors often discontinue support for previous versions, leaving them

largely unpatched and vulnerable. Because newer software rarely finds its way

into these systems, outdated medical devices remain in operation, even when the

software originally designed to support them have long been discontinued.

Further compounding this problem is that devices manufacturers, healthcare

providers, and software companies contest who is responsible for identifying,

issuing, and implementing security updates.

More often than not, the disclosure of a vulnerability on a legacy medical device

is contained in a list of publicly known cybersecurity vulnerabilities known as a

Common Vulnerabilities and Exposures (CVE) report. Oftentimes, even after a

bug is identified in a legacy system, they do not get patched either because a

patch was never issued or it simply was not implemented.  CVE reports often

include statements to the effect of "there is no patch available to address this

vulnerability.” In these scenarios, healthcare organizations are left to rely on their

existing security infrastructures—such as firewalls and defense in depth models

—to protect medical devices from being exploited. However, the security

infrastructures that support a healthcare organization’s medical devices and

enterprise IT systems often fail to adequately reduce risk, as discussed in the next

section.

ii. Incident readiness

An independent report from the Ponemon Institute published in May 2017 found

that 67 percent of medical device makers and 56 percent of healthcare delivery

organizations anticipated that an attack against one or more of their medical

devices would occur over the next 12 months.  Beyond these troubling forecasts,

manufacturers and organizations admitted to past instances where incidents had

negatively affected patient health or privacy: 31 percent of device makers and 40
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percent of healthcare delivery organizations admitted to being aware of these

sorts of incidents. Of those respondents, 38 percent of healthcare delivery

organizations said they were “aware of inappropriate therapy/treatment

delivered to the patient because of an insecure medical device.” Furthermore,

“39 percent of device makers confirmed that attackers have taken control of

medical devices.”  These statistics illustrate the worrying number of confirmed

incidents affecting patient privacy and the security of care delivery.

Despite the acknowledged risks, the sense of urgency to attenuate the

weaknesses found in the medical devices appears to be low: only 17 percent of

manufacturers and 15 percent of healthcare delivery organizations are taking

significant steps to lessen the impact of future cyber attacks.  Outside

budgetary restraints, the reasons why organizations are not doing more to

improve cybersecurity are complicated. It may be because they are not

sufficiently motivated to invest in cybersecurity by negative factors, like cost.

Research shows that HIPAA and FDA requirements are surprisingly ineffective at

ensuring the privacy and security of medical systems.  Or, there may be enough

health-specific information in the wealth of proprietary and open source

resources for creating effective incident response plans. This paper offers policy

to address both reasons.

iii. Budget

Without repeating the extensive conversation on constrained healthcare budgets

from Chapter 3, it bears repeating: most health organizations operate on

extremely tight budgets. As a result, healthcare leaders are compelled to make

tradeoffs during budget planning, which often results in the relegation of

cybersecurity to a secondary priority behind such things as hiring additional

clinical staff.

iv. Regulatory guidance

This conversation builds on the previous discussion around HIPAA compliance

and implementation from Chapter Three - Culture. NIST, HITRUST, OCR, and

others have been key in providing guidance to health systems on privacy and

security matters related to HIPAA. However, the increasing use of technology

across the health system has outpaced the attendant guidance. There was little

interaction between technology and the healthcare setting when OCR and others

were initially given oversight for HIPAA. Today, however, a huge amount of

privacy and security concerns relate to technology. An opportunity thus exists for

convening an ever more robust and dynamic discussion about best practices,

which should engage all relevant regulators and health systems alike.

Historically, privacy and security risk audits within the healthcare system have

only examined random samples or used basic checklists to monitor HIPAA

compliance. This approach simply audits the tip of the iceberg, leaving a vast

number of records unexamined. Government agencies have not yet embraced
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new technologies, like artificial intelligence, to allow for proactive, risk-

mitigating privacy and security solutions capable of fully comprehensive audits.

A selective and narrow approach leaves such a wide swath of cybersecurity

vulnerabilities unchecked that patient privacy and security remain at significant

risk.

v. Small- and medium-sized organizations

While small- and medium-sized organizations do not manage the same volume

of patient data as their larger counterparts, they still provide vital services that

require the collection of sensitive patient information. Further, the highly

interconnected healthcare ecosystem means that a single disruption could cause

ripple effects that destabilize the industry as a whole. With the introduction of

just-in-time supply chain delivery models, for instance, most healthcare delivery

organizations operate with “very limited inventories, diagnostic capabilities, or

capacity in an emergency, making many healthcare providers sensitive to

cascading consequences in the context of a system-level disruption.”  It is not

difficult to imagine a cyber attack impacting a few vulnerable small- and

medium-sized organizations, sparking a cascading system-level disruption that is

amplified by the limited quantity of inventoried supplies.

Small- and medium-sized healthcare organizations face tremendous difficulties

in maintaining a healthy cybersecurity posture. For some small- and medium-

sized organizations, investing money to improve cybersecurity capacity is simply

perceived as a drain on the bottom line, so they take a chance that nothing bad

will happen, often thinking that they are too small to draw negative attention. For

other small- and medium-sized organizations, there is often a misperception that

implementing security is only achievable through an expensive onboarding of in-

house resources, rather than looking to external managed service options that are

available to them.

Furthermore, the regulatory environment is perceived by many to be overly

burdensome.  In particular, many point to existing regulations in the Anti-

Kickback Statute and Stark Law  that, while important for protecting against

fraud and abuse, prohibit the pooling of valuable cybersecurity resources that

could benefit small- and medium-sized providers.

vi. System development life cycle practices

When a medical device vulnerability is discovered by a manufacturer or a

cybersecurity researcher, healthcare organizations often take one of two actions:

either they scramble to apply a patch or conclude (sometimes wrongly) that the

impact of the vulnerability to their existing network is minimal. As more and

more vulnerabilities are discovered on medical devices, one begins to wonder

what type of security practices are performed by actual medical device

manufacturers. If medical device manufacturers provide cybersecurity support
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for their devices, do these services include security testing  from development

through end of life? If manufacturers are in compliance with FDA regulations

covering medical devices, but fail to implement robust security testing

throughout the development life cycle of a product, what does that say about the

strength of existing FDA regulations? These are some of the questions that come

to mind when discussing the ever-increasing number of medical device

vulnerabilities. The answer to those questions vary widely depending on the

medical device manufacturer, but studies indicate that it is fairly common to

follow weak security standards.

According to the 2017 Ponemon Survey of healthcare organizations and medical

device manufacturers, 43 percent of medical device manufacturers do not

conduct security tests (35 percent) or are unsure if end-to-end security practices

takes place (7 percent) pursuant to an established secure SDLC process during

the development of devices.  A secure SDLC process is an end-to-end security

practice that better ensures device security because it is a continuous concern

throughout the entire development life cycle, from initial requirements to end-of-

life. Even if manufacturers do conduct security tests during device development,

only 9 percent of manufacturers say they continue to conduct tests of their

medical devices at least annually, a failure in applying effective, end-to-end

secure SDLC practices. Healthcare delivery organizations are similar, with 53

percent not testing their devices (45 percent) or unsure if testing occurs (8

percent). While testing is only one phase within the secure SDLC process, this

report sheds light on the existing gaps in applying effective, end-to-end secure

SDLC practices, as well as the lack of enforcement mechanisms available to

government regulators.

Regrettably, this is not surprising. The FDA is the lead government agency tasked

with medical device cybersecurity and it has purposefully left cybersecurity

regulations vague and largely up to the discretion of medical device

manufacturers. According to the FDA, the reason for leaving regulations broad is

“because the regulation must apply to so many different types of devices.”

However, given the high level of medical device vulnerabilities and the

admission of poor alignment with established secure SDLC practices, it is clear

that the FDA’s one-size-fits-all approach has not been successful. It is easy to

understand why when reading the existing FDA guidelines, which allow for

incredibly loose interpretations of pre- and post-market cybersecurity

considerations.  FDA guidance and standards do not even require medical

device manufacturers to conduct specific (and basic) security tests throughout a

product’s development life cycle—including static and dynamic application

analysis, code review, and penetration tests.

The regulations only require manufacturers to “establish design inputs for their

device related to cybersecurity, and establish a cybersecurity vulnerability and

management approach as part of the software validation and risk analysis,”

which leaves a large amount of discretion up to medical device manufacturers.

121

122

123

124

125

126

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 49



Post-market, the FDA provides a series of guidelines for how manufacturers can

“implement comprehensive cybersecurity risk management programs and

documentation consistent with the Quality System Regulation (21 CFR part

820).”  However, these guidelines are also broad, allowing manufacturers to

conduct sporadic and self-defined post-market testing that could easily fit within

the broad regulatory framework.

It is no wonder that medical device vulnerabilities are so prolific given the fact

that the existing regulations do not explicitly require even the most basic

cybersecurity testing requirements.  Indeed, this is the state of the software and

hardware industry writ large, but it should not be the status quo for medical

devices given the particular risks to individual wellbeing. Without effective, end-

to-end secure SDLC practices incorporated throughout the life cycle of a medical

device, design flaws are likely to occur. These flaws could allow unauthorized

access, introduce medical risks to patients, and risk the integrity and security of

the data generated by a medical device. The reality is that, even with good testing

practices, vulnerabilities would still appear at other points in a device’s lifecycle.

Ensuring end-to-end secure SDLC practices would go a long way in reducing the

risks across the entire lifecycle of a device.

Given the myriad challenges around healthcare technologies, including the

proliferation of legacy technologies, poor security infrastructures and incident

response plans, limited budgets and tight margins, vague privacy and security

standards under HIPAA, particular concerns affecting small and medium

providers, and weak end-to-end secure SDLC practices for medical devices, it is

important for policymakers to take action. The next section details a set of policy

recommendations that would empower policymakers do just that.

III. Healthcare Technology Policy Recommendations

The recommendations contained in this chapter focus on identifying

technological opportunities and challenges facing the healthcare sector to

improve overarching cybersecurity infrastructures and procedures. Together,

these recommendations present a vision for the future healthcare cybersecurity

tech landscape where legacy medical devices are a thing of the past, new sector-

specific cybersecurity technologies are available to all healthcare organizations

regardless of size, and regulations and guidance are clear and support

comprehensive privacy and security standards that keep patients and data safe.

At the simplest level, these recommendations aim to square the incredible

benefits of emerging technologies with the attendant cybersecurity risks they

introduce. This means that, in five to ten years, as patients benefit from the

incredible advances in artificial intelligence to predict their individual likelihood

of getting sick, confidence that their personal information is protected by privacy

and security officers equipped with innovative sector-specific tools will also be
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possible. Patients will be able to analyze data from their wirelessly connected and

implanted medical devices, knowing that those devices were designed with the

most robust security testing available and that continuous updates address new

vulnerabilities. And healthcare providers will be able to ensure the

trustworthiness of their networks so that, even in the face of an internal or

external malicious attacker, they can continue delivering immediate,

uninterrupted, quality care.

The policies proposed in this chapter are directed towards government agencies

including the FDA, the HHS OCR, NIST and its National Cybersecurity Center of

Excellence (NCCoE), and DHS, congressional leadership, industry accreditation

groups like The Joint Commission (TJC), as well as medical device manufacturers

and medical leaders who have influence over institutional policies within the

healthcare sector.

It is additionally important to note that the ONC’s proposed Trusted Exchange

Framework and Common Agreement put these needs in particular focus. These

programs offer potential “levers” for setting a higher standard for information

exchange, as well as risks if the framework is insufficiently demanding.

Recommendation #4.1: Create a government-backed program to encourage the

phasing out of legacy technologies and phasing in of secure and interoperable

technologies.

This recommendation builds on the 2017 Task Force Report observation that

legacy systems must be secured.  To have maximum impact, we recommend

focusing on the following more specific recommendations.

With guidance from health care accreditation organizations like TJC, and input

from the government agencies (e.g., HHS, ONC, and FDA), Congress should

draft an incentive program that seeks to phase out legacy systems, potentially

through Medicare and Medicaid reimbursements. The Medicare and Medicaid

programs already offer reimbursements and special incentives directly to

hospitals for healthcare expenditures. Currently, these programs award a finite

amount of money according to a variety of procedural and quality-based

outcomes. It is equally important that cybersecurity and privacy outcomes be

included in these quality measures since they greatly affect patient safety,

dignity, and trust.

Congressional leaders should evaluate incentive options within the Medicare and

Medicaid programs to encourage organizations to migrate security services to

more trusted, state-of-the-art systems. Since the FDA is responsible for ensuring

proper medical device security, they should take the lead in phasing out legacy

medical devices. ONC is equipped with the authority to write regulations around

the minimum security functionality for EHRs, so they should take the lead in

phasing out legacy EHR components. One recommendation from an expert in

the field would be to concurrently implement a faster cycle time on security
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standards, given the length of time it takes to make a rule. It is important that

these efforts be harmonized across agencies since the work of one will greatly

impact the other. This push would tie in nicely with the interoperability effort

being led by the CMS and would be a great opportunity to incentivize privacy and

security as an attendant concern related to interoperability.

Grants, vouchers, and/or tax incentives could be provided to partially offset the

costs associated with this transition, with ongoing payments tied to performance

and dispersed through a reimbursement mechanism. Any program should be

flexible, providing incentives that are tailored to the size and unique needs of

each health organization. One way to do this would be to create mechanisms

within the Medicaid system, such as demonstration or innovation waivers, that

would allow states to experiment with individualized incentive systems.

Furthermore, the eligibility of new technologies should be held to a minimum

standard of medical device cybersecurity, similar to the provisions outlined in the

Internet of Things Cybersecurity Improvement Act of 2017.  As a result, the

incentives disbursed through the Medicare and Medicaid programs would

encourage healthcare providers to purchase new equipment and phase in more

interoperable and secure technologies.

Existing programs like the Modernizing Government Technology Act, which

created a $500 million fund for updating legacy systems across federal agencies,

could also be applied to federal health systems or even expanded to include state

and local health organizations.  While this program is structured to loan money

for capital projects, it could certainly be used to provide resources for health

systems that are paid back over time. Another way to hasten this transition is for

TJC and the FDA to update their accreditation and regulatory processes to

include a cybersecurity interoperability requirement for new technologies.

We acknowledge that the provision of public money to private entities is

challenging. But in this particular sector—due to the direct patient safety issues

that arise from poor cybersecurity, pervasive budgetary challenges and low

margins, the need to (rightfully) prioritize clinical care over investments in

cybersecurity—it makes sense to provide these incentives.

Mistakes were previously made when medical devices and EHRs were released

into clinics with poor security infrastructures baked-in.  In order to avoid

repeating a similar mistake when replacing legacy systems, a more robust set of

Meaningful Use (now a part of MIPS, under MACRA) requirements articulated in

the Certified Health IT Products List (CHPL) is essential. While there was,

historically, a challenge with measuring privacy and security efficacy beyond

specific EHR requirements in Meaningful Use, we believe that leveraging a risk-

based framework to do so is both feasible and essential. There are many

stakeholders involved here—health systems, EHR vendors, security vendors,

government actors, patients and many more—but a convening and standard

setting is necessary. Implementing these solutions would result in the
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replacement of unsecure legacy systems with new systems that are both secure

and interoperable.

Recommendation #4.2: Learn from the financial sector’s success in sector-specific

cybersecurity investment, spearheaded by NCCoE.

Cybersecurity challenges across industries are more similar than they are

different, but the healthcare sector has many of its own idiosyncrasies. One-size-

fits-all solutions often do not work for healthcare because they fail to address the

intricacies of HIPAA, issues around sensitive PHI, the contrasting requirements

of easy access and strong protection of EHRs, and other factors. For instance,

consumer-grade multi-factor authentication (MFA) solutions could

catastrophically fail in a Code Blue situation. Caregivers would have no time to

input a code from an app or text message to unlock their computer if a patient

were literally dying in front of them. Instead, MFA on a clinical workstation must

be able to unlock in a fraction of a second, which products currently in the market

achieve using biometric scanning or security tokens.

In order to develop cybersecurity solutions tailored to the health sector, the

major players should follow relatively successful model of the financial services

sector. Large banks with enough liquidity created internal incubators or

accelerators that they use to purchase promising cybersecurity companies in

order to steer them towards the development of tools tailored for the

idiosyncrasies of the financial sector.  The benefits of this approach for the

finance sector are twofold. First, and obviously, it catalyzes an industry dedicated

to developing tools these companies can use in their core businesses. Second, the

provision and scaling of these promising companies is a legitimate investment

opportunity. If incubated or accelerated companies succeed and gain traction

across the financial sector, the bank that invested in them stands to profit.

Though the margins in the healthcare sector are, on aggregate, much smaller

than those in the fiance, a number of larger healthcare providers have sufficient

profit margins to emulate the financial sector model. A few may even be large

enough to support this kind of program on their own in internal incubators, like

the one Goldman Sachs recently launched.

NIST’s NCCoE can serve as a coordinating body to gather the major players of

the healthcare industry necessary to form this group of potential investors. The

role of government, in this case, should not be to fund or develop the

technologies, but to provide information and models for the healthcare sector to

take on the task themselves. Sector leaders may benefit from some guidance in

conceptualizing the cybersecurity needs of the healthcare sector, and to this end

we put forth a three-tier framework:

• Universal platform technologies. Tools that assure basic cyber hygiene,

including but not limited to coverage from endpoints to data centers,

intrusion response and prevention capabilities, and hybrid deployment
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options.  These are necessary in any industry and are offered by a

number of commercial platforms.

• Industry-specific technologies. Tools that map onto the unique needs of the

health sector, such as EHR privacy monitoring, PHI de-identification, and

patient portal security.

• Subsector-specific technologies. Tools that are only needed for healthcare

providers of certain specialties or sizes. Examples include complex PHI

de-identification tools for research institutions, managed service

providers for smaller enterprises, and automated IoT monitoring for

providers with significant hardware needs.

NCCoE may want to encourage group of industry leaders to focus more on the

second and third tiers, since they have the fewest existing industry solutions.

NCCoE can further help the industry by increasing how often it publishes

guidance on best practices surrounding existing health care technology. NCCoE

has already done commendable work in this regard on the second tier—in its

guidance on EHRs and picture archiving communication systems—and the third

tier—in its analysis of infusion pumps and pacemakers.  This work should be

scaled up and built upon to address a much wider array of challenges, and

guidance priorities should be laid out in a three-year roadmap.

Recommendation #4.3: Leverage a broad array of existing funding programs to spur

healthcare cybersecurity basic research and innovation.

In order to keep up with the evolving cyber threats that face the healthcare sector,

there must be a paradigm shift regarding current research efforts in healthcare

cybersecurity. While a suite of recommendations encouraging additional

research is not particularly novel, it bears repeating.  Building on the work of

the ONC, NIH labs, and the NCCoE, the government should lead the

development of an overarching initiative that informs where healthcare

cybersecurity may be going in the next five years and future research strategies

that could inform that thinking. The first stage of this process should resemble a

net assessment, or compilation of active research and development (R&D)

efforts aimed at identifying emerging or future threats and opportunities. R&D

efforts within this vision could include a focus on securing the cyber-physical

vulnerabilities present in connected medical devices and autonomous systems

and using emerging technologies like artificial intelligence, big data analytics,

quantum cryptography, and blockchain to protect patient data.

Existing funding programs like the Small Business Innovation Research (SBIR)

program and the NIH’s “R01” standard independent research project grant are

important for job creation and innovation. SBIRs are already one of the largest

government-industry partnerships with regards to annual budget, but more
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needs to be done to focus research efforts in critical need areas like healthcare

cybersecurity.

There is growing empirical evidence that government sponsored research

projects like SBIRs and R01s are particularly effective at catalyzing innovative

projects that would not have otherwise been completed in the absence of

funding.  Relatively small investments from the government in high tech

industries can assist a government up the learning curve and down the cost curve,

creating permanent advantages in key industries like healthcare.  A supportive

policy framework is needed for entrepreneurs and growing firms to bring

welfare-enhancing technologies to the healthcare sector. As such, SBIR funding

models at the federal and state levels and R01 grants should be expanded to

support research specifically in the healthcare cybersecurity field. Policy

experiments in other government agencies may provide some guidance on how

to develop these funding models.

Policy experiments like the Department of Defense’s Fast Tracking SBIR funding

model have proven to be particularly effective at aligning departmental goals

with an economy in which rapid innovation is rewarded. Fast Track funding

increased the effectiveness of SBIRs by encouraging commercialization of

specific products and technologies that also met the program’s objectives.

Increasing SBIR funding for healthcare-specific research that has the potential

for commercialization would encourage the rapid innovation and scalability

needed to help mitigate the threats facing healthcare.

Beyond monetary investment from the government, SBIRs catalyze further

investment from the private sector. SBIRs play a certifying role that can signal to

private sector investors that an organization is trusted and worthy of investment.

Private investors know that SBIR-funded enterprises have to go through a

rigorous application and assessment process. Trust in this process mobilizes

further private sector investment in an SBIR company’s technology and future

commercialization. Without the credibility provided by an SBIR, private

investors would be less likely to invest.

Even if an SBIR-funded healthcare cybersecurity business or employee fails or

exits the market, there are still gains to be made. The human capital expertise

developed through an SBIR-funded research project sticks.  Since this expertise

can be applied to other companies, it has economic value, especially for the

chronically understaffed healthcare cybersecurity workforce. Moreover, there is a

huge spillover effect from SBIR funded projects.  This means that the net

benefits to society stemming from SBIR-funded projects are much greater than

projects that do not receive SBIR funding: an 84 percent social rate of return for

SBIR-funded projects versus a 25 percent expected rate of return for non-SBIR

funded projects.
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There are numerous examples where the federal government used tax dollars to

invest in R&D projects aimed at meeting specific grand challenges, many of

which are comparable to the healthcare cybersecurity vulnerabilities that

currently face the nation. For example, the not-for-profit consortium

SEMATECH (Semiconductor Manufacturing Technology) was established

through an investment from the federal government to address unprecedented

challenges in the semiconductor industry.  NIST’s Advanced Technology

Program was created to invest in research projects “that industry on its own could

not fully support because of the technical risks involved, and often where timing

is critical to eventual economic success in the highly competitive global market.”

 The Partnership for the Next Generation of Vehicles, or “Supercar” initiative,

was a partnership between the U.S. government and three automobile

manufacturers that sought to create a clean, safe, and affordable car with

maximum fuel efficiency.

To best follow these examples, a concentrated R&D effort in health system

cybersecurity would need a specific and well-defined problem to address. The

exact problem would be determined by the leaders initiative, but three areas of

cybersecurity research should be considered:

• Proactive insider threat detection systems. One good way to mitigate insider

threats is to use AI to flag suspicious, anomalous accesses to patient data.

Health systems should ideally have tools to automatically review and

document on 100 percent of accesses.

• IoT medical device security platforms. As internet-connected medical

devices become more prevalent, there must be platforms developed to

assure that that they are not only safe from outside attackers but also

resilient to component failures, natural disasters, and even collapses in

critical infrastructure.

• AI technology to augment the privacy and security workforce. Large gaps in

the health cybersecurity workforce are in themselves existential threats to

the security of health systems. AI tools can be used to mitigate this gap by

training models to perform the most rote and mundane aspects of

cybersecurity, such as data audits.

Recommendation #4.4: Create mechanisms for clarifying privacy standards,

providing advice, and receiving feedback from health systems.

In a recent audit of 166 covered entities, OCR found that only one entity was

compliant in their risk management process and none were compliant risk

analysis processes.  It is unlikely that this abysmal compliance rate is the result

of solely of gross negligence in security by health systems. Healthcare providers
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may struggle to understand how to comply, especially with certain vaguely

defined concepts (such as “security risk”), as providers themselves have

suggested. At present, the main mechanisms through which OCR can give

guidance are through fines and naming and shaming. These punitive measures

may not constitute an actionable precedence for providers in the security

measures they are expected to take. Instead, OCR should open up more channels

through which it can provide insight to privacy officers.

One way to do this is through more prescriptive standards, but this may

compromise OCR’s distant position as a regulatory body. A better alternative is to

use OCR’s power as a convening body to gather a group of experts and

stakeholders and have them give definitions and guidance for complying with

HIPAA’s privacy and security rules. OCR has options for how to create more of a

two-way conversation about its guidance: it could convene a regular meeting that

may include privacy experts, CISOs, developers, healthcare professionals, and

payers; it could hold Q&A conference calls or maintain a helpline for covered

entities; or it could maintain more active listservs. OCR need not provide a safe

harbor for health systems, only means of consulting.

Offering clear guidance does not preclude using punitive measures. OCR can

take guidance from ONC, which has used its extensive regulatory authority over

the certification of EHRs to improve their cybersecurity. The American Medical

Informatics Association (AMIA) has asked ONC go even further in using this

authority to promote security and interoperability measures that would allow for

a sort of mass surveillance system to constantly monitor the security of EHRs

(not to surveil patients though).  OCR should not shy away from wielding its

own authority to ensure the compliance with privacy-related HIPAA rules.

These options are not mutually exclusive, although the more hands on

approaches may require hiring additional technical experts. If the OCR uses

these levers to clarify the privacy standards, it could minimize healthcare

provider violations, allow for shared auditing criteria across the health sector,

and help CISOs and other privacy and security officers shift time away from

mundane auditing tasks and towards meaningful, proactive privacy and security

initiatives. An important standard for such work already exists in IRS letters of

determination, which provide clarity and comfort to organizations who are

innovative and thoughtful, but may still have honest questions on this front.

Recommendation #4.5: Strengthen FDA requirements around medical device security

to ensure that security is baked-in at every point in the device’s life cycle.

To help address existing gaps in medical device guidance, the FDA should add an

additional requirement that ensures device makers use an end-to-end secure

system development lifecycle (SDLC). The sheer magnitude of medical device

vulnerabilities, coupled with the worrisome reality that most medical device

manufacturers and healthcare organizations fail to adequately test medical
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devices throughout their development lifecycle, underscores the importance of a

renewed regulatory framework. Proper security testing must be ensured

throughout the development lifecycle of a medical device. The FDA is well-

placed to meet this challenge, with security policy support from agency partners

at DHS.

Broadly speaking, the additional requirement would be geared towards

implementing secure coding practices and identifying vulnerabilities within

medical devices. More specifically, this would include cybersecurity testing best

practices such as dynamic and static application analysis after each code change,

and penetration testing, among other common cybersecurity measures. In the

past, medical device manufacturers have operated with wide discretion over their

cybersecurity assessments. According to the FDA, the reason for this loose

regulatory standard is “because the regulation must apply to so many different

types of devices.”  The FDA would be wise to provide transitional support

through trainings, public outreach, and site visits to help steer manufacturers

towards a stronger standard for medical device cybersecurity.

Defining and regulating a secure SDLC process also prevents device

manufacturers from “passing the buck” of cybersecurity to health system

customers. As previously mentioned, cybersecurity works best when it is baked-

in by manufacturers from the beginning and continually reevaluated throughout

the development cycle. Health system customers can only wrap security around

what has already been built, a method not only far less effective but also one that

healthcare systems may not have the technical or workforce capacity to

implement.

For example, imagine that an open source software package used in an EHR-

connected patient monitoring device is found to have a vulnerability. If the

manufacturer designed the device using a secure SDLC, they would be able to

update the device remotely and communicate the update to customers. If not,

they may have no way to provide a security patch, and the customer, even if they

somehow found out about the vulnerability, could at best silo the compromised

device from the rest of their network and reconfigure it to work without

connecting to an EHR. Even this fix may not be sufficient, and it would certainly

not scale to other organizations.

The FDA has already taken some steps towards regulating secure SDLCs. A

recent draft guidance they issued includes a requirement for medical devices to

provide a “cybersecurity bill of materials,” a list of hardware and software

components that could potentially become vulnerable. The guidance also

differentiates between devices with high security risk, like implanted devices or

pacemakers, and standard security risk, like an EHR.  These measures are good

first steps, but in their current form they only affect devices that require pre-

market approval, a class of devices that has been rapidly shrinking over the past

few years.
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By issuing additional, more explicit guidance on required cybersecurity measures

for all medical devices, the FDA can ensure device makers conduct effective

security testing practices throughout the development lifecycle of a medical

device. In turn, devices will be more secure when they hit the market and will

remain secure even after they have been adopted by clinic.
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Chapter 5: Workforce

I. Summary

The technical vulnerabilities in healthcare systems are compounded by another

challenge: finding people with the necessary cybersecurity skills to protect those

systems.

At every conference and closed door gathering of healthcare cybersecurity

professionals, one theme is universal: there aren’t enough hands to do the work

of protecting the modern healthcare enterprise. The workarounds can range

from outsourcing huge amounts of work, to building internal training programs

from ground zero, to simply telling one’s board of directors that an attack is

inevitable if they’re going to continue to fund at the levels they propose.

Frustration is palpable, and answers are few.

The cybersecurity workforce shortage is not unique to the healthcare sector.

Globally, the cybersecurity workforce gap is expected to reach 1.8 million by 2022

according to the 2017 Global Information Security Workforce Study.  In

America alone, employers struggle to fill nearly 200,000 new job openings

requiring cybersecurity-related skills each year, including 5,000 information

security analyst positions, the most common job in the field.

The workforce gap has led to serious challenges in securing critical public and

private data, and the gap is growing. Two schools of thought have arisen to

explain this issue. The first posits that the workforce deficit is a function not

having enough people in the education pipeline,  and policy solutions in this

school of thought encourage more students to pursue cybersecurity education

programs. The second posits that in addition to an inadequate supply of talent,

the cybersecurity workforce lacks mechanisms to match job seekers with job

providers.  Policy solutions in this the second school of thought aim to better

align education and industry, and include efforts to focus education on applied

skills, create collaborative opportunities between educators and employers, and

improve measurement and communication of employee competencies.

To best ameliorate the problems that fuel the healthcare cybersecurity workforce

gap, the community needs solutions that address both schools of thought.

Therefore, the policy recommendations in this chapter are divided into two

categories: recruiting, which largely addresses the first, educational school of

thought, and retention, which addresses the second, job-alignment school of

thought. The two schools are not strictly separated though, and in many

recommendations they may overlap. To set the stage for these policy solutions,

Part II of this chapter will describe the challenges facing the healthcare sector
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that make it particularly sensitive to the cybersecurity workforce shortage. These

challenges include:

Table 4: Summary of Healthcare Workforce Challenges

Area Unique Characteristic or Challenge 

Financial limitations 
Limited budgets and tight profit margins make it difficult to recruit and
retain relatively high-paid cybersecurity talent, especially in competition
with other higher-paying tech jobs and flashier defense positions. 

Workforce shortage 
A shortage of physicians and nurses compels hiring managers to make
tradeoffs based on the most pressing hiring priorities. 

Skills Healthcare cybersecurity requires a complex set of hybridized skills. 

Job appeal 
Healthcare cybersecurity work can appear mundane, time-consuming,
and tedious, turning off potential employees and causing existing talent
to burn out. 

Career paths 
Cybersecurity in general has poorly defined career paths and offers
limited professional development. 

Diversity 
A diversity gap in the cybersecurity community writ large limits the pool
of available talent, leads to fewer innovations, and introduces troubling
social equity concerns.  

Part III will then provide specific policy recommendations to meet these

challenges, centered on recruiting and retaining top cybersecurity talent. These

policy recommendations are:

Policies for Recruiting the Cybersecurity Workforce Needed to Support Healthcare

• Amend the Cybersecurity Enhancement Act of 2014 to incentivize

recipients of the CyberCorps Scholarship to serve in specific, critical need

sectors like healthcare.

• Under leadership from the U.S. Department of Labor (DOL), HHS, and

state and local governments, create and subsidize models for

cybersecurity-specific apprenticeships in the healthcare sector.
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• Create and incentivize adoption of sector-specific Centers of Academic

Excellence designated programs.

• Support an industry-wide approach for creating a healthcare cybersecurity

job certification.

• Create a sustainable financing model that supports healthcare providers

who typically have the least concentration of cybersecurity expertise.

Policies for Retaining Cybersecurity Professionals in Healthcare

• Provide payroll tax incentives to healthcare providers to address the

“brain drain” in healthcare cybersecurity.

• Healthcare leaders should work with security teams when making

technical resource decisions that affect a provider’s security posture,

emphasizing approaches that maximize productivity and reduce burnout.

II. Healthcare-Specific Workforce Challenges

i. Financial limitations

As discussed in Chapter 3, healthcare providers, especially small- and medium-

sized organizations, have limited budgets and tight profit margins—a 2.7 percent

industry average for healthcare.  This limitation makes it difficult to recruit and

invest in the development of relatively high-paid cybersecurity talent who often

“view an attractive pay package as a given.”  Operating on a tight margin makes

it incredibly difficult to recruit cybersecurity talent who are sought after by higher

paying firms in other sectors, like finance and big tech. Similarly, it can be

difficult to retain cybersecurity professionals who often leave healthcare to

pursue better pay and benefits.  This retention problem is referred to as the

healthcare cybersecurity “brain drain,” which occurs after a cybersecurity

manager invests a large amount of time and money into a new hire, only to have

an individual leave for another job after a few years.

ii. Workforce shortage

On top of a cybersecurity workforce shortage, most health organizations have a

non-cybersecurity workforce shortage as well. Reports from the Health

Resources & Services Administration, an agency of HHS, project that there could

be a shortfall of nearly 67,000 primary care physicians and a 20 percent shortage

of nurses in the United States by 2020.  By 2021, there is an expected shortage

of 250,000 public health workers. Given competing hiring priorities, healthcare
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leaders may, and justifiably so, direct extra funding to attract physicians and

nurses rather than cybersecurity professionals. The overarching healthcare

workforce shortage combined with limited budgets makes it especially difficult to

recruit a robust healthcare cybersecurity workforce.

iii. Skills

Healthcare cybersecurity specialists must not only be equipped with

cybersecurity-related skills, they must also be familiar with HIPAA, proper

handling of protected health information (PHI), and other healthcare-specific

idiosyncrasies. Other sectors face similar challenges and Burning Glass calls

these sorts of jobs, which blend cybersecurity technology skills with industry

specific expertise, “hybrid jobs.”  While there is a unique opportunity for job

seekers who possess both sets of skills to demand higher salaries, it is difficult to

find a single cybersecurity education and training program tailored to the

idiosyncrasies of the healthcare privacy and security environment. As such, it is

difficult for hiring managers to identify candidates who have all of the necessary

competencies required for working in the healthcare setting. These additional

requirements make an already scarce set of job skills even more rare.

iv. Job appeal

Potential employees may find healthcare cybersecurity work unappealing, even

relative to other mundane cybersecurity work. Currently, many of the daily tasks

required of cybersecurity specialists are tedious and involve manually sifting

through large data sets, for example checking access logs to ensure that

organizations remain HIPAA-compliant. While privacy and security teams are

often artificially separated, sometimes, during security and/or privacy audits

access logs must be analyzed to identify HIPAA violations. To complete this task,

healthcare workers may first print access logs, which are documents that have

tracked the digital behavior of specific employees. As healthcare employees

interact with dozens of patients every day, access logs can be dizzyingly long.

After printing or exporting a log to Excel, it is not uncommon for a cybersecurity

analyst to go through every single line of data, using a highlighter to flag

instances where a colleague may have improperly accessed a patient file.

Compared to flashy national security and intelligence positions in the

Department of Defense, it is no wonder that healthcare cybersecurity work can

appear unappealing.

Healthcare security work can be so uninteresting and unrelenting that

professionals may burnout and leave the industry altogether. Generally speaking,

information and cybersecurity teams in healthcare are small and compete with

other core staff departments for limited funding. This means that security teams

are typically understaffed and under-resourced, creating more stress for current

employees. Keeping cybersecurity specialists isolated, sifting through security

reports in a small backroom leads quickly to burnout. A white paper by social
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scientist Andrea Little Limbago found that burnout was one of the three main

challenges to retention in the tech industry as a whole, alongside poorly defined

career paths and non-inclusive culture (discussed in the next two sections) .

v. Career paths

There is no often traveled single path to becoming a cybersecurity professional,

and professionals come from all different backgrounds. According to one study,

87 percent of today’s global cybersecurity workforce did not start out in

cybersecurity, and 30 percent did not even come from an engineering or IT

background.  As receptive as this seems on its face, the lack of clear paths

means that people interested in cybersecurity may not know how best to gain

skills and find a job. Indeed, the same study found that 31 percent of global hiring

managers in cybersecurity believed that the absence of a clear information

security career path was an important factor in why they could not hire enough

people.

Poorly defined career paths and lack of professional development also lead many

existing security specialists to exit the profession. According to Matthew Doan, a

New America cybersecurity fellow and senior associate at Booz Allen, there is a

dearth of opportunities for cybersecurity professionals across industries to move

both vertically and laterally throughout their career. In healthcare, cybersecurity

specialists similarly lack well-defined career paths and professional development

opportunities.

vi. Diversity

The diversity problem within the broader cybersecurity workforce exacerbates

the workforce challenges presented here. An (ISC)2 study from March 2018 found

that, although minority participation in the cybersecurity workforce is higher (26

percent) than the overall U.S. minority workforce (21 percent), there are still pay

discrepancies and promotional barriers that disproportionately affect people of

color, and in particular women of color.  The study found that more minorities

in cybersecurity have obtained a master’s degree or higher (62 percent) when

compared to their white counterparts (50 percent), yet minorities are still paid

less on average ($115,000 for minorities, compared to $122,000 for the overall

cybersecurity workforce) and promoted less often (23 percent of minority

cybersecurity professionals hold a role of director or above, compared to 30

percent of their Caucasian peers). Female participation rates are also dismally

low at only 14 percent of the cybersecurity workforce in North America.

In many ways, these statistics illustrate that the cybersecurity workforce is

dominated predominately by white men. This diversity gap is problematic for

three reasons. First, lack of participation, especially among women, limits the

pool of available talent in the workforce. Second, homogenous teams produce

less innovative work.  And third, there is a troubling social equity problem when
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minorities are not afforded the full pay and promotional opportunities stemming

from relatively high paying cybersecurity jobs.

Beyond this broad culture of discrimination, it is hard to pinpoint a unique

culture of discrimination specific to the healthcare sector. Still, healthcare-

specific cultural factors do influence employee turnover. In particular, the

healthcare sector is extremely slow to embrace new technologies that could

enhance and support employee’s work; for example, the vast majority of the

healthcare sector used paper records until 2009. The sector adopted electronic

health records only after a massive government incentives program sparked this

transition. The conservative, tech-wary culture in healthcare can restrict the

adoption of security tools and technologies that would support the cybersecurity

workforce.

These challenges are situated within the problematic national cybersecurity

landscape, where progress is painfully slow and policymakers remain lukewarm

towards concrete cybersecurity action (or even draft counterproductive policies),

all while cybersecurity incidents continue happening at an accelerated clip. Such

realities make the healthcare cybersecurity workforce shortage especially

difficult to solve. In order to ensure the secure and uninterrupted provision of

healthcare services, this report presents a comprehensive healthcare

cybersecurity workforce vision as a guide for community stakeholders including

healthcare industry leaders, federal, state, and local policymakers, and academic

institutions.

III. Healthcare Workforce Policy Recommendations

This report offers a healthcare cybersecurity workforce vision built on the

following two pillars:

• Recruiting a diverse workforce that is well prepared for healthcare-

specific cybersecurity challenges.

• Retaining cybersecurity professionals within the healthcare sector.

In short, the aim of this vision is to create a more robust healthcare cybersecurity

workforce backed by sector-specific job training programs and technologies.

Necessarily, a robust workforce will more accurately reflect the population it

serves and add value to security outcomes through increased workforce diversity.

Moreover, solutions will draw upon a dual approach that emphasizes both A)

expanding educational offerings that attract more students to the healthcare

sector and B) creating a better system for matching healthcare cybersecurity job

seekers with hospitals and other healthcare providers. While the specific

recommendations contained in this report are geared specifically towards
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addressing the healthcare cybersecurity workforce gap, the two pillar model

above is broad enough to prove useful for other industries seeking to address

their particular cybersecurity workforce challenges.

Recommendations for Recruiting the Cybersecurity Workforce

Recommendation #5.1: Amend the Cybersecurity Enhancement Act of 2014 to

incentivize recipients of the CyberCorps Scholarship to serve in specific, critical need

sectors like healthcare.

One of the key programs that seeks to expand the cybersecurity talent pipeline is

the CyberCorps: Scholarship for Service program, administered by the National

Science Foundation in coordination with the Office of Personnel Management

and the Department of Homeland Security. Established in 2000, the CyberCorps

Scholarship provides tuition and a stipend to students in return for a dedicated

term of service in a federal, state, local, tribal, or territorial government

organization. The obligation for government service requires that a scholarship

recipient serve in a qualifying position for a period of time equal to the length of

the scholarship, so generally between one and four years.

Considering that only about 3,300 students have completed the CyberCorps

Scholarship program since its establishment in 2000, it is difficult to assess its

impact on the cybersecurity workforce beyond the simple observation that

CyberCorps has not significantly narrowed the gap.  While future independent

assessments should be conducted to fully understand its effects, research will

likely show that the program has an even lesser effect on the healthcare

cybersecurity workforce. There are several reasons to suggest that CyberCorps

fails to perceptibly improve the healthcare cybersecurity workforce.

First, the obligation to serve in a government agency precludes most healthcare

providers from eligibility. According to the American Hospital Association’s 2018

Hospital Statistics, there are 5,534 registered hospitals in the United States.  Of

these, nearly 80 percent of hospitals are privately owned, either as not-for-profit

or as for-profit community hospitals. Only 956 hospitals are owned by state and

local governments and even fewer, 209, are federally owned. With so few

government-owned hospitals, it can be difficult for CyberCorps Scholarship

recipients to find eligible government healthcare operators that appeal to them.

Thus, since most healthcare organizations are privately-owned, cybersecurity

professionals supported through the CyberCorps Scholarship program have

limited options to start their careers in the healthcare sector—or any other critical

private sector, for that matter.

A second reason CyberCorps will not lead to significant changes in the healthcare

sector is that, even for those individuals who choose to enter one of the few

government-owned healthcare organizations, the required term of service is too

short to guarantee that individuals will remain in the healthcare sector for more

than a few years. Cybersecurity professionals who complete the scholarship
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program are likely to feel drawn to other fields outside of healthcare. As detailed

above, healthcare struggles to retain cybersecurity talent more than other fields.

Given these weaknesses, the current CyberCorps model is unlikely to

significantly move the needle in addressing the healthcare cybersecurity

workforce shortage. Still, recognizing that relatively small changes to the

program could address its shortcomings and help narrow the gap in one of

America’s most fundamental critical infrastructures, the Cybersecurity

Enhancement Act of 2014 should be amended to incentivize recipients of the

CyberCorps Scholarship to serve in specific, critical need sectors like healthcare.

The Cyber Scholarship Opportunities Act (S. 754) recently introduced in the Senate

and unanimously approved by the Senate Committee on Commerce, Science,

and Transportation, may help do that.

Importantly, this bill would allow CyberCorps Scholarship recipients to fulfill

their post-award service obligation outside of strictly government-run

organizations; specifically, they would be allowed to work in a “nonprofit that is

considered to be critical infrastructure.”  This new provision encompasses

nearly 60 percent (or 2,849) of community owned hospitals that, for the first

time, would be eligible organizations for the post-award service obligation. While

this still leaves over 1,000 investor owned (for-profit) community hospitals

ineligible under the CyberCorps program, the shift to include nonprofit critical

infrastructures is a significant improvement.

Since the aim of this provision is to support the beleaguered system of critical

national infrastructures, and healthcare is one of the most critical need sectors, it

makes sense to specifically name healthcare in the text of the bill and provide

extra incentives to individuals who choose to fulfill their service in a qualifying

healthcare position. Considering the fact that cybersecurity threats fail to

discriminate between for-profit and nonprofit entities, lawmakers should also

weigh the merits of allowing post-award employment obligations to be fulfilled in

for-profit healthcare organizations.

Recommendation #5.2: The US Department of Labor, HHS, and State and Local

governments should enable models for cybersecurity apprenticeships in the healthcare

sector.

Alongside the DOL, HHS has recognized the importance of developing general

information technology apprenticeship programs  in the healthcare sector. This

includes a recognition of apprenticeable occupations like information assurance

specialists, information and IT project managers, and IT generalists.  However,

the current focus on providing federal, state, and local funds for the development

of health IT apprenticeships leaves notably absent an apprenticeship model

focused specifically on developing the healthcare cybersecurity workforce. While

there is a temptation to rely on industry to lead the development of

apprenticeship programs,  the only way to achieve scale is through a systems-
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level approach that partners public and private entities through deliberate policy-

grounded decisions.  These policy decisions can take a number of forms.

First, policymakers should outline a clear framework that establishes healthcare

cybersecurity apprenticeship program requirements, including general guidance

on the roles and responsibilities of the healthcare sector, apprenticeship

intermediaries,  and the education system. It is important to be clear that this

recommendation calls simply for a standards framework, rather than a strict set

of regulatory requirements. The registered apprenticeships program

requirements from the DOL serve as a good model to achieve clarity, but state

and local policymakers can codify their own healthcare cybersecurity

apprenticeship program standards framework. Since around half of the states

already follow their own apprenticeship registration models that are different

than the federal DOL registered apprenticeships program, this is particularly

applicable. Important in this regard is first identifying and standardizing the core

competencies of a “healthcare cybersecurity expert.” This task may be best

coordinated through NIST’s National Cybersecurity Center of Excellence

(NCCoE). NCCoE is well-equipped to convene the range of healthcare

stakeholders necessary to create such a standard, including healthcare industry

representatives, educational programs including apprenticeship providers and

intermediaries, academic institutions, and relevant public-sector entities.

Second, federal and state policymakers should incentivize industry groups and

apprenticeship intermediaries to create cybersecurity-specific apprenticeship

programs in the healthcare sector. While some healthcare providers may be

comfortable with existing health-IT apprenticeship models, healthcare

cybersecurity apprenticeships will be foreign for most (if not all). To ease a

transition and incentivize employers to start and run a program, action at the

federal and state level must invest in apprenticeship intermediaries, marketing,

and research. These incentives can be constructed in a number of ways, either

through subsidies provided directly to employers, tax breaks, or public service

agreements similar to the CyberCorps Scholarship.

For a number of reasons, apprenticeships in the healthcare sector are particularly

effective at addressing recruitment and retention issues. First, healthcare

apprentices have a clearly defined career path with upward lattices, making it

more likely that they will stay in their job longer.  Second, the “earn while you

learn” model instills a sense of loyalty within healthcare employees who feel

invested in by their organization, thus increasing retention. Third,

apprenticeships have a built-in mentorship component that is critical not just for

training, but also for retaining new hires, especially those who come from diverse

backgrounds. In the end, healthcare organizations that incorporate

apprenticeship training models improve patient care, cultivate a diverse

workforce that more closely resembles the patients being served, and cut costs

associated with employee turnover.
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However clear the benefits of these healthcare apprenticeship models, federal,

state, and local authorities are still in the early stages of adopting even the most

basic cybersecurity apprenticeship models,  so conversations about hybrid,

healthcare-specific cybersecurity apprenticeships are still a long way off.

Nonetheless, as more state and local programs opt to develop healthcare

cybersecurity apprenticeship programs, they should learn lessons from

successful models in other, non-cybersecurity related healthcare occupations. A

distance learning option, for example, is especially beneficial for individuals

seeking a healthcare cybersecurity apprenticeship since much of the work can be

done remotely, it maximizes flexibility, and rural healthcare providers can recruit

talent from the outside.

Finally, when enabling healthcare cybersecurity apprenticeship programs an

important distinction must be made between the healthcare IT apprenticeships

that exist in some density and the healthcare cybersecurity apprenticeships that

are especially rare. While healthcare IT apprenticeships help to fill the anemic

health IT workforce, this does not directly address the shortage of cyber and

information security (IS) professionals in healthcare. In their analysis of

healthcare cybersecurity and cyber threats, authors Aurore Le Bris and Walid El

Asri noted the flaws in conflating cybersecurity occupations (they use the term

information security, which falls under the cybersecurity umbrella) with

information technology occupations:

When the hospital does have an IS staff, an improper organizational structure

may prevent them from having the sufficient leverage to define strong security

policies. In fact... the Information Security team is most often integrated into the

IT department and so under the control of the CIO. However, IS and IT have

diverging guidelines: IT aims first at making systems easy-to-use whereas IS aims

at making them secure - that can increase their complexity for users (e.g. 2-factor

authentication). As a result, in conflictual situations, IS considerations tend to be

discarded in favor of the IT ones.

It is important to separate information technology from cybersecurity since the

related occupations should manage different areas of work while still working in

cooperation with each other.

Recommendation #5.3: Create and incentivize adoption of sector-specific Centers of

Academic Excellence (CAE) designated programs.

With input from HHS, NIST, industry leaders, and academia, DHS and the

National Security Agency (NSA) should create sector-specific CAE

designations to incentivize and reward higher education institutions that create

cybersecurity programs related to critical infrastructures, particularly healthcare.

There is precedent for differentiating between various CAE programs, for

instance the CAE-CD (Cyber Defense) and CAE-CO (Cyber Operations)
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programs are two existing variants that can provide a framework for further

sector-specific differentiation. Creating a healthcare CAE designation will

encourage higher education institutions to create new programs specifically

designed to train students in the idiosyncrasies of healthcare cybersecurity. This

designation will supplement the expansion of academic specializations that

could support cybersecurity apprenticeships and cater to those students who

either prefer completing their postsecondary education before entering the

workforce or want to transition into a different career.

Receiving CAE designation is based on a broad set of criteria, meaning there are

no sector-specific requirements for this designation. Without sector-specific

requirements for CAE designation, the trend is for educational institutions to

create broad cybersecurity programs that train cybersecurity generalists. For

specialized critical national infrastructures like healthcare, with idiosyncratic

data, privacy laws, and cyber threats, having programs with a more nuanced

curriculum would be helpful. Creating sub-specialties within a generalized

program may also be an appealing approach.

While institutions may begin creating such sector-specific programs out of a

desire to have a competitive advantage over other schools, Congress can

incentivize action. At the most basic level, funding for general research into the

best practices of sector-specific education programs would be a valuable

contribution. NSF’s Secure and Trustworthy Cyberspace (SaTC) program serves

as a good model for this sort of research, but research outcomes covering

education will be limited since funding is capped at $300,000 and the maximum

funding duration is two years.  In parallel to this research effort on best

practices in cybersecurity education, Congress should provide increased funding

to centers who earn the proposed healthcare CAE designation presented above.

As a result, even more institutions would create certified cybersecurity

instructional programs related to healthcare and more students would be

equipped with the hybridized skills required to serve as healthcare cybersecurity

specialists.

Recommendation #5.4: Support an industry-wide approach for creating a healthcare

cybersecurity certification.

NIST, through the NCCoE, should leverage its convening power to bring together

relevant stakeholders who can help inform the standards needed in a healthcare

cybersecurity certification.  These stakeholders include industry associations

like CompTIA, training providers like SANS Institute, professional organizations

like the International Association of Privacy Professionals, International

Information Security Certification Consortium, hiring managers, and healthcare

industry leaders.

However useful it may be to quickly identify an individual’s skill sets using an

industry certification, and whatever the benefits for job advancement, obtaining
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a certification can be difficult and is not the only way to demonstrate capability.

For example, attempting certain tests can cost an individual anywhere between

$330  and $2,300,  with required renewals costing an additional fee.

Certifications may also depend on demonstrated work experience of four or five

years for full certification,  a prohibitive barrier for newcomers with no formal

work experience. Given that the cybersecurity profession is one deeply tied to the

expertise of hackers and self-taught professionals who often acquire skills

outside of the traditional workforce and education systems, requiring work

experience as a prerequisite to certification may be a barrier to entry for some

otherwise qualified individuals.  Formal work experience may be unnecessary

if an individual can demonstrate competency during a boot camp, capture the

flag competition, non-traditional training program, or during a hiring simulation

exercise.

While there are certifications available for less experienced candidates or for

those who obtain skills outside of formal employment, these “entry level”

certifications do not tend to land people jobs at the same rate as the certifications

that require work experience. The problem here is that employers do not offer

jobs that match with entry level certifications. Thus, despite all their benefits in

ensuring industry standards, the mismatch between entry level certifications and

available jobs accepting them restricts the number of available pathways into the

industry. Given these drawbacks, one may wonder if creating a distinct

certification for healthcare cybersecurity is a wise course of action. Indeed, it can

be, so long as a number of factors are met.

First, the certification must ensure that employees not only possess generally

transferable cybersecurity skills, they must also understand healthcare-specific

cybersecurity nuances. These nuances include regulations around data security

and privacy stemming from HIPAA, handling PHI, protecting patient flows,

tracking insider threats, and understanding the culture of healthcare that makes

access control different from other industries.

Second, there must be a suite of certifications that covers the spectrum of junior

and senior employees. Going a step further, there must be industry alignment to

ensure that employers will actually buy into the value of entry level certificates, in

particular. In other words, certifications should not be viewed primarily as

“career escalators” that position an already established cybersecurity

professional for upward mobility.  Rather, efforts should focus on certificates

that serve as “door openers,” which create new opportunities for more people to

enter into the healthcare cybersecurity labor market. To achieve this, it may also

be necessary to better align the incentives of certifying authorities to those of

their job seeking test takers. By fostering this sort of industry-wide approach,

more avenues for entering the healthcare cybersecurity workforce will open

while still ensuring employee competency.
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Finally, in recognition of the “door opener” approach to certification, employers

must accept the need for jobs that are doable by workers with fewer than five

years of work experience. This elevates the importance of in-house career

development and mentorship programs. Human resource teams within

healthcare organizations will need to lead the development of these programs

and create specific mentorship initiatives for diverse hires.

Recommendation #5.5: Create a sustainable financing model that supports healthcare

providers who typically have the least concentration of cybersecurity expertise.

To address retention challenges at rural and small/medium-sized organizations,

the federal government should consider a model similar to the National Health

Service Corps or the Indian Health Services program, designed to attract

cybersecurity experts to rural healthcare providers where it is least concentrated.

State and local governments can also prioritize subsidies associated with an

employee moving from a higher paying job to a lower paying one and cover

relocation expenses to a rural community.

Many small- and medium-sized healthcare organizations still rely on local

servers and databases stored in-house, “often in closets or in unsecure

infrastructure.”  There is a great opportunity for healthcare to shift to hosted,

cloud, and shared computer environments, but the continued reliance on local

servers and in-house databases is likely to persist for some time given the capital

investment limitations and the conservative tech postures of most small- and

medium-sized organizations. The mentality that tech infrastructure should be

stored in-house is the same mentality that leads many healthcare providers to

think that they must have physically present, in-house cybersecurity staff (rather

than contracting someone to work remotely). For some healthcare providers,

where servers and databases require a physical connection for access, this does

make sense. And until healthcare providers make the physical and mental

transition to embrace hosted, cloud, or shared computer environments,

cybersecurity professionals will be called to all corners of the country to fill

positions in the rural locations. These positions can be especially difficult to fill

because of their isolated location and lower pay.

The National Health Service Corp and Indian Health Services provide full or

partial federal support either through direct grants or loan repayment programs

for medical students who agree to work in underserved, typically rural

communities. These programs grew from the recognition that rural communities

faced an even more pronounced challenge in attracting and retaining medical

doctors. The same difficulty presents itself for attracting cybersecurity

professionals. Small- and medium-sized healthcare organizations in rural

locations have a pronounced lack of cybersecurity expertise at their disposal.

This shortfall makes it difficult for small- and medium-sized organizations to

maintain strong security postures.
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Recommendations for Retaining Cybersecurity Professionals

Considering the shortfall of cybersecurity talent in healthcare, it is promising to

see hiring managers already prioritize recruiting cybersecurity professionals. The

Global Information Security Workforce Study noted that healthcare is expected

to expand its cybersecurity staff more than any other industry, with 39 percent of

hiring managers expecting to increase their cybersecurity workforce by 15

percent or more in the next year.  This “more butts in seats” approach is an

important part of the strategy for shoring up the healthcare cybersecurity

workforce. However, while much of the cybersecurity workforce conversation is

rightly focused on recruiting more talent, an equally important conversation is on

how to retain cybersecurity specialists in order to ensure that the field does not

leak talent and face a perpetual shortage.

Recommendation #5.6: Provide payroll tax incentives to healthcare providers to

address the “brain drain” in healthcare cybersecurity.

To counteract cybersecurity “brain drain”in healthcare and other critical

infrastructures, the federal government through Congress should create payroll

tax incentives for companies in chronically understaffed, high-need sectors like

healthcare. While federal tax dollars may move the national needle most

effectively, states can leverage their economic development resources to

encourage similar movement in their local health sectors. There are many

examples of federal tax incentives and credits being used to stimulate and

support certain industries and occupations, including as part of the American

Recovery and Reinvestment Act of 2009, the 2010 Hiring Incentives to Restore

Act, and the recent Tax Cuts and Jobs Act approved by Congress in December

2017. The most helpful tactic for encouraging retention of healthcare

cybersecurity professionals would be a payroll tax incentive that rewards

healthcare providers for having long-serving cybersecurity employees. Several

requirements could be included in a tax incentives plan to help reach this goal.

First, a healthcare provider should be required to employ the same person in a

cybersecurity-related position for a minimum number of years. Second, after this

requirement has been met, providers would become eligible for a payroll tax

benefit. Third, as an added incentive for even greater retention, benefits could

increase over time as employees remain in their positions. In other words, the

longer a healthcare provider employs the same individual in a cybersecurity job,

the higher the payroll tax benefit granted to that provider.

Together, these requirements would create an structure whereby healthcare

providers are incentivized to to retain their cybersecurity staff for the maximum

amount of time possible. In order to do so, providers would need to offer more

competitive salaries, bonuses, and professional development opportunities,

making them more competitive in the labor market.
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Recommendation #5.7: Empower employees with artificial intelligence and

automation tools for time- and data-intensive tasks in order to maximize productivity

and reduce burnout.

Healthcare leaders should empower current cybersecurity professionals with

tools and technologies to support employees whose workflows are repetitive,

involve large amounts of data, or require fast responses. The mundane and time

consuming task of manually auditing patient logs to check for HIPAA compliance

is a good example of a task that could be eased and improved through the use of

machine learning tools. Not only is this process a pain for the employee tasked

with the audit, it also presents a patient privacy and safety issue. Since a manual

audit requires a significant amount of time and data, it is nearly impossible for a

cybersecurity professional to conduct a fully comprehensive security audit of

every patient record and connected medical device. This means that some

exploited vulnerabilities could remain unaddressed for months or even years.

Tasks like this one are optimal use cases for artificial intelligence tools.

To maximize productivity and reduce burnout, healthcare organizations should

adapt their institutional policies to focus on technologies that can automate time-

intensive tasks and allow for efficient review of large patient data sets.

Leveraging these technologies would allow cybersecurity professionals to focus

more of their time on other more challenging and interesting organizational

priorities like investigating incidents, creating high level strategic plans for better

security training and incident response, cyber hygiene, and HIPAA compliance

training. Boredom and stagnation contribute to employee turnover.  By

reducing the amount of time spent on mundane tasks and increasing

opportunities to engage in higher level thinking, healthcare providers are more

likely to retain employees.
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Chapter 6: Conclusion

This report is a call to arms. Our framing of healthcare cybersecurity as a patient

safety issues is by no means new. But it is certainly not the industry standard

either, and for the reasons we have seen, it deserves to be. That needs to change,

because when envisioning the state of healthcare cybersecurity in five years time

without that reframing, the worst case scenario is so striking that it is easy to fall

into pessimism. In this world, attackers become so proficient and so prodigious

that hospitals include ransomware payments as part of their annual budget.

Patients withhold critical information in fear of data breaches and refuse

lifesaving medical devices in fear of horror stories they have heard about hackers

taking over pacemakers. Old, unpatchable medical devices are used every day,

while the few new devices sit in near-mint condition, waiting for security

professionals to make sure they won’t introduce yet another vulnerability.

Approval takes a long time anyway, because turnover of security workers is high.

Experienced healthcare security professionals get so bored going through logs

and dealing with compliance issues that they quit in frustration. Few candidates

are there to take their place—any job seeker that learns of the healthcare sector’s

low pay and arcane regulatory environment quickly flees to greener pastures.

This image is so visceral (and so close to what we hear from so many frustrated

healthcare CIOs) that it almost feels real. But we are optimists. With a change in

the narrative toward one that emphasises the patient safety dimension supported

by the timely implementation of the sort of recommendations we have outlined

in this report, we can imagine a much rosier healthcare cybersecurity landscape.

Here, healthcare providers big and small, urban and rural, understand their

privacy and security concerns and know how to address them. Organizations

pool security resources for mutual benefit and advise one another through new

information sharing channels. HIPAA is no longer mysterious and fear-inspiring.

Rather, providers usually understand what best practices look like, and when

they do not, they know where to ask questions.

In this scenario, the old, tan-colored, vulnerability-ridden medical devices have

been swapped for top of the line IoT devices, all with the hard-earned FDA

cybersecurity Software Development Life Cycle seal of approval. An investment

boom has led to a surge of innovation in the sector and cybersecurity is at the

forefront, with blockchain-based EHR systems for file integrity, real time

network analytics that leverage automated incident response playbooks, and AI

for insider threat detection.

Here, cybersecurity workers are no longer isolated from the rest of the

organization. They are an integral part of overall strategy and are accountable to

the board of directors, who receive regular updates on their work. Recruitment is

easier because certification programs and Centers of Academic Excellence have

created new talent pipelines. Employees that are hired stay on for longer because

newamerica.org/cybersecurity-initiative/reports/do-no-harm-20/ 75



they have ample opportunities for growth and automation tools help them avoid

the tedious aspects of cybersecurity work.

With the right interventions from the government and the private sector, this

second, more optimistic vision can be realized. These interventions are not all

easy wins. They involve multiple governmental bodies, several industry

organizations, and the sixteen million people working in the healthcare sector

today.  However, by following the cultural, technological, and workforce

recommendations made in this paper, patients five years from now will enjoy

better security, better privacy, and therefore better health outcomes.
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Appendix: Summary of Policy Recommendations

Culture

Recommendation #3.1: The Department of Health and Human Services (HHS) Office

for Civil Rights (OCR) should showcase health systems with innovative privacy and

security programs.

Rather than a punitive “Wall of Shame” philosophy that focuses on data

breaches and the failures around them, OCR should emphasize positive

examples of risk assessment and thinking holistically about trust. This

can empower healthcare organizers by emphasizing the positive work

already being done in privacy and security.

Recommendation #3.2: Provide multi-tiered information sharing for healthcare’s

diverse practice environments.

Small, medium, and large providers have different needs and different

capacities when it comes to addressing the privacy and security

challenges of today’s healthcare sector. The American Medical

Association, American Hospital Association, HHS, and other

organizations should work to design information sharing systems

specific to these varied needs and capacities.

Recommendation #3.3: Develop the cybersecurity equivalent of the nurse-to-patient

ratio.

To guide the allocation of cybersecurity resources within health

organizations, setting benchmark ratios for budget, team members, and

other factors can assist organizations with less clarity on how to quantify

their cybersecurity. Because of the difficulties inherent in picking

metrics, HHS and other grant-making bodies should spearhead data

collection to inform the design of this ratio.

Recommendation #3.4: Hold boards of directors responsible for healthcare privacy

and security.

Formal reporting structures for privacy and security incidents are

essential to effective oversight, and this extends to receiving top-level

support from the board. Congress, through legislation, and the Centers
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for Medicare and Medicaid Services, through its conditions for

participation, can encourage or require board engagement with privacy

and security issues at each provider.

Recommendation #3.5: Ease resource sharing regulatory burdens to empower small-

and medium-sized organizations.

The Anti-Kickback Statute and the Stark Law prevent health

professionals from using their power of referral for their own gain, yet

they also limit collaboration on cybersecurity issues. HHS and CMS

should thus create regulatory exemptions that allow for cybersecurity

collaboration under these laws, which will particularly benefit small-

and medium-sized organizations.

Technology

Recommendation #4.1: Create a government-backed program to encourage the

phasing out of legacy technologies and phasing in of secure and interoperable

technologies.

Congress should work with accreditation organizations like The Joint

Commission and with government agencies to produce an incentive

program, perhaps through Medicare and Medicaid reimbursements, to

phase out legacy systems. Stronger privacy and security requirements

for replacement systems can further help bolster system cybersecurity.

Recommendation #4.2: Learn from the financial sector’s success in sector-specific

cybersecurity investment, spearheaded by the National Cybersecurity Center of

Excellence (NCCoE).

In the financial sector, large players with requisite capital have acquired

cybersecurity companies so as to have them tailor their products to the

industry’s specific needs. NIST’s NCCoE should not fund or develop the

technologies, but it can serve as a coordinating body to bring together

major healthcare players with the capacity to emulate the financial

sector model—based on a three-tier framework of universal platform

technologies, industry-specific technologies, and subsector-specific

technologies.

Recommendation #4.3: Leverage a broad array of existing funding programs to spur

healthcare cybersecurity basic research and innovation.
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The government should spearhead the creation of a program to inform

where healthcare cybersecurity may be going in the next five years, and

future research strategies that could inform that thinking. This should

include a net assessment of existing research and development efforts

in this arena, and a focus on concentrating R&D around insider threat

detection, IoT medical device security, and AI technologies for privacy

and security.

Recommendation #4.4: Create mechanisms for clarifying privacy standards,

providing advice, and receiving feedback from health systems.

The OCR at HHS should convene experts and stakeholders to develop

better guidance and definitions around HIPAA privacy and security

compliance. This can be coupled with existing punitive measures to

encourage fewer violations.

Recommendation #4.5: Strengthen FDA requirements around medical device security,

to ensure that security is baked-in at every point in the device’s life cycle.

The FDA should add a requirement for end-to-end secure system

development lifecycle (SDLC) for medical devices, to ensure more

robust security by design. This should be coupled with transitional

support such as trainings, public outreach, and site visits to help steer

device manufacturers towards better cybersecurity practices.

Workforce

Recommendation #5.1: Amend the Cybersecurity Enhancement Act of 2014 to

incentivize recipients of the CyberCorps Scholarship to serve in specific, critical need

sectors like healthcare.

Congress should allow CyberCorps Scholarship recipients to pursue

work outside of strictly government organizations, which would open

up far more opportunities in healthcare. The Cyber Scholarship

Opportunities Act (S. 754) introduced in the Senate in 2017 may help

accomplish this goal.

Recommendation #5.2: The US Department of Labor, HHS, and state and local

governments should enable models for cybersecurity apprenticeships in the healthcare

sector.
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NCCoE should coordinate the development of a framework for

healthcare cybersecurity apprenticeship programs in particular (going

beyond just information technology). Federal and state policymakers

should then take action to incentivize the creation of such programs,

including through subsidies provided to employers, tax breaks, or public

service agreements similar to the CyberCorps Scholarship.

Recommendation #5.3: Create and incentivize adoption of sector-specific Centers of

Academic Excellence (CAE) designated programs.

DHS and the NSA should work with stakeholders to develop specific

CAE designations for higher education institutions focused on critical

infrastructure sectors like healthcare. In addition to the competitive

and/or brand advantage this may provide a higher education

institution, Congress can incentivize pursuit of such CAE certifications

by backing it with potential research funding.

Recommendation #5.4: Support an industry-wide approach for creating a healthcare

cybersecurity certification.

NIST should convene stakeholders to inform the creation of a

healthcare cybersecurity certification, including industry associations,

training providers, professional organizations, hiring managers, and

healthcare industry leadership. This certification should focus on

healthcare-specific cybersecurity issues, cover the spectrum of junior

and senior healthcare employees, and recognize the need for jobs

doable by workers with less than five years of professional experience.

Recommendation #5.5: Create a sustainable financing model that supports healthcare

providers who typically have the least concentration of cybersecurity expertise.

The federal government should develop programs to increase

healthcare professional retention and rural and small- and medium-

sized organizations, such as through direct grants or loan repayment

programs.

Recommendation #5.6: Provide payroll tax incentives to healthcare providers to

address the “brain drain” in healthcare cybersecurity.
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Federal and state policymakers should offer tax incentives for

organizations retaining the same cybersecurity professional in a

position for a minimum number of years. Through this baseline and

other possible additions like an increased benefit for each amount of

time beyond the minimum, governments can encourage healthcare

organizations to better staff their cybersecurity needs.

Recommendation #5.7: Empower employees with artificial intelligence and

automation tools for time- and data-intensive tasks in order to maximize productivity

and reduce burnout.

To maximize productivity and reduce burnout, healthcare

organizations should adapt their institutional policies to focus on

technologies that can automate time-intensive tasks and allow for

efficient review of large patient data sets. This can enable organizations

to focus their resources on other priorities like investigating incidents.
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This report carries a Creative Commons Attribution
4.0 International license, which permits re-use of
New America content when proper attribution is
provided. This means you are free to share and adapt
New America’s work, or include our content in
derivative works, under the following conditions:

• Attribution. You must give appropriate credit,
provide a link to the license, and indicate if changes
were made. You may do so in any reasonable manner,
but not in any way that suggests the licensor
endorses you or your use.

For the full legal code of this Creative Commons
license, please visit creativecommons.org.

If you have any questions about citing or reusing
New America content, please visit 
www.newamerica.org.

All photos in this report are supplied by, and licensed
to, shutterstock.com unless otherwise stated.
Photos from federal government sources are used
under section 105 of the Copyright Act.
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